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Abstract We study fully nonlinear second-order (forward) stochastic PDEs. They
can also be viewed as forward path-dependent PDEs and will be treated as rough
PDEs under a unified framework. For the most general fully nonlinear case, we
develop a local theory of classical solutions and then define viscosity solutions
through smooth test functions. Our notion of viscosity solutions is equivalent to
the alternative using semi-jets. Next, we prove basic properties such as consistency,
stability, and a partial comparison principle in the general setting. If the diffusion
coefficient is semilinear (i.e, linear in the gradient of the solution and nonlinear in
the solution; the drift can still be fully nonlinear), we establish a complete theory,
including global existence and a comparison principle.
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1 Introduction
We study the fully nonlinear second-order SPDE
du(t,x,w) = f(t,x, o, u, dyu, 9> u)dt + g(t, x, , u, d;u) o dB; (1.1)

with initial condition u(0, x, ) = wup(x), where (t,x) € [0,00) x R, B is
a standard Brownian motion defined on a probability space (2, F,P), f and g
are IFB-progressively measurable random fields, and o denotes the Stratonovic
integration.

Our investigation will build on several aspects of the theories of pathwise solutions
to SPDEs studied in the past two decades. These include: the theory of stochastic
viscosity solutions, initiated by Lions and Souganidis (1998a; 1998b; 2000a; 2000b)
and also studied by Buckdahn and Ma (2001a; 2001b; 2002); path-dependent PDEs
(PPDEs) studied by Buckdahn et al. (2015), based on the notion of path derivatives
in the spirit of Dupire (2019); and the aspect of rough PDEs studied by Keller and
Zhang (2016), in terms of the rough path theory (initiated by Lyons (1998)) and using
the connection between Gubinelli’s derivatives for “controlled rough paths” (2004)
and Dupire’s path derivatives. The main purpose of this paper is to integrate all these
notions into a unified framework, in which we shall investigate the most general
well-posedness results for fully nonlinear SPDEs of the type (1.1).

1.1 A brief history

SPDE (1.1), especially when both f and g are linear or semilinear, has been studied
extensively in the literature. We refer to the well-known reference Rozovskii (1990)
for a fairly complete theory on linear SPDEs and to Krylov (1999) for an L?-theory
of linear and some semilinear cases. When SPDE (1.1) is fully nonlinear, as often
encountered in applications such as stochastic control theory and many other fields
(cf. the lecture notes of Souganidis (2019), and Davis and Burstein (1992), Buckdahn
and Ma (2007), and Diehl et al. (2017) for applications in pathwise stochastic con-
trol problems), the situation is quite different. In fact, in such a case one can hardly
expect (global) “classical” solutions, even in the Sobolev sense. Some other forms of
solutions will have to come into play.

In a series of works, Lions-Souganidis (1998a; 1998b; 2000a; 2000b) initiated
the notion of “stochastic viscosity solutions” for fully nonlinear SPDEs, especially
in the case when g = g(d,u), along the following two approaches. One is to use
the method of stochastic characteristics (cf. Kunita (1997)) to remove the stochastic
integrals of SPDE (1.1), and define the (stochastic) viscosity solution by consider-
ing test functions along the characteristics (whence randomized) for the transformed
w-wise (deterministic) PDEs. The other approach is to approximate the Brownian
sample paths by smooth functions and define the (weak) solution as the limit, when-
ever it exists, of the solutions to the approximating equations, which are standard
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PDEs. These two approaches have developed into the aforementioned directions in
finding pathwise solutions of SPDE (1.1), which we now describe briefly.

Soon after the seminal works (Lions and Souganidis 1998a; 1998b), Buckdahn
and Ma (2001a; 2001b) proposed a method in the spirit of the Doss—Sussmann trans-
formation, a special case along the lines of stochastic characteristics, to define the
stochastic viscosity solution in the case when g = g(¢, x, u) but independent of 9, u.
The idea was developed further in combination with stochastic Taylor expansions in
Buckdahn and Ma (2002), Buckdahn et al. (2011), and with second-order BSDEs
by Matoussi et al. (2018) when g is independent of d,u. It is worth noting that the
dependence of g on the variables x, u, and d,u is a non-trivial issue. In fact, the
cases of g = g(¢,x,u) and g = g(dyxu) correspond to two simplified systems of
stochastic characteristics in the sense of Kunita (1997). In both cases, albeit mutually
noninclusive, the stochastic characteristics can be shown to have global solutions so
the approaches can be validated. In the general non-linear case when g depends on
all variables, however, the stochastic characteristics exist only locally. This, together
with other technical difficulties due largely to the fact that the transformed w-wise
PDE along the characteristics is often over-complicated and beyond the standard
PDE literature, seems to have blocked the development of a more complete theory
(especially the comparison principle) along this line, to the best of our knowledge.

The approach of smooth approximation, on the other hand, has gained a strong
push as the rough path theory started to take shape in the early 2000s. Many works
emerged along this line, including Caruana et al. (2011), Friz and Oberhauser (2011;
2014), Diehl and Friz (2012), Diehl et al. (2014), Diehl et al. (2015), Diehl et al.
(2017), Gubinelli et al. (2014), as well as Friz et al. (2017) and Seeger (2018a; 2018b;
2020), which use certain extension (or solution) operators (see also Souganidis
(2019) for more details). Again, all these works consider only the cases where g is
either linear in u and d,u, or g = g(x,u), or g = g(x, dyu). It has been noted,
however, that with this approach, the uniqueness often comes for free, provided
the uniqueness for the approximating standard PDEs is established, and the main
challenge is mostly the existence of the solution (i.e., the existence of the limit).

We should remark that the two approaches are often combined, e.g., path-
approximation was also used in the first approach and stochastic characteristics are
often used to prove the existence of the limit. However, to the best of our knowledge,
the case when g depends on both u and d,u in a fully nonlinear manner still seems
to be open, even in the local sense.

1.2 The Main contributions of this work

The main purpose of this paper is to establish the viscosity theory for general fully
nonlinear parabolic SPDEs and path-dependent PDEs through a unified framework
based on the combined rough path and Dupire’s pathwise analysis, as well as the idea
of stochastic characteristics. We consider the most general case where the diffusion
coefficient g is a nonlinear function of all variables (¢, w, x, u, d,u). We shall first
obtain the existence of local (in time) classical solutions when all the coefficients are
sufficiently smooth. We remark that these results, although not surprising, seem to be
new in the literature, to the best of our knowledge. More importantly, assuming that

) Springer Open



Page 4 of 59 R. Buckdahn et al.

g is smooth enough, we shall establish most of the important issues in viscosity the-
ory. These include: 1) consistency (i.e., smooth viscosity solutions must be classical
solutions); 2) the equivalence of the notions of stochastic viscosity solutions using
test functions and by semi-jets; 3) stability; and 4) a partial comparison principle
(between a viscosity semi-solution and a classical semi-solution). Finally, in the case
when g is linear in d,u (but nonlinear in u, and f can be nonlinear in (u, dxu, Oxxu)),
we prove the full comparison principle for viscosity solutions and thus establish the
complete theory.

To be more precise, let us briefly describe alternative forms of SPDEs that
are equivalent to the underlying one (1.1) in some specific pathwise senses. First,
note that Buckdahn et al. (2015) established the connection between (1.1) and the
following path-dependent PDE (PPDE):

atwu(tv xva)) = f(tv -xv C(), uv ax”» a)%xu)s awu(h -xy (1)) = g([9-x9 U), I/t, 8)(“) (12)

Here, 0,” and 9d,, are temporal and spatial path derivatives in the sense of Dupire
(2019). On the other hand, Keller and Zhang (2016) showed that the PPDE (1.2) can
also be viewed as a rough PDE (RPDE):

du(t,x,w) = f(t,x,w, u, osu, 8§xu) dt +g(t,x,w, u, oyu)dw;, (1.3)

where w is a geometric rough path corresponding to Stratonovic integration. We
should note that the connection between SPDE (1.1) and RPDE (1.3) has been known
in the rough path literature, see, e.g., Friz and Hairer (2014).

Bearing these relations in mind, we shall still define the (stochastic) viscosity
solutions via the method of characteristics. More precisely, we utilize PPDE (1.2) by
requiring that smooth test functions ¢ satisfy

dop(t, x) = g(t, x, ¢, 0x9). 1.4)

It should be noted that the involvement of g in the definition of test functions is not
new (see, e.g., the notion of “g-jets” and the g-dependence of “path derivatives” in
Buckdahn and Ma (2001b; 2002) and Buckdahn et al. (2015)). The rough-path lan-
guage then enables us to define viscosity solutions directly for RPDE (1.3) as well
as PPDE (1.2) in a completely local manner in all variables (¢, x, ®). We should
note that, barring some technical conditions as well as differences in language, our
definition is very similar or essentially equivalent to the ones in, say, Lions and
Souganidis (1998a; 2000a); and when f does not depend on fou (i.e., in the case of
first-order RPDEs), our definition is essentially the same as the one in Gubinelli et
al. (2014). Furthermore, we show that our definition is equivalent to an alternative
definition through semi-jets (such an equivalence was left open in Gubinelli et al.
(2014)). Moreover, by using pathwise characteristics, we show that RPDE (1.3) can
be transformed into a standard PDE (with parameter w) without the dw; term. When
g is semilinear (i.e., linear in d,u), our definition is also equivalent to the viscosity
solution of the transformed PDE in the standard sense of Crandall et al. (1992), as
expected. In the general case when g is nonlinear on all (x, u, d,u), the issue becomes
quite subtle due to the highly convoluted system of characteristics and some intrinsic
singularity of the transformed PDE, and thus we are not able to obtain the desired
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equivalence for viscosity solutions. In fact, at this point it is not even clear to us how
to define a notion of viscosity solution for the transformed PDE.

Besides clarifying the aforementioned connections among different notions,
the next main contribution of this paper is to establish some important prop-
erties of viscosity solutions, including consistency, stability, and a partial com-
parison principle. Our arguments follow some of our previous works on back-
ward PPDEs (e.g., Ekren et al. (2014) and Ekren et al. (2016a; 2016b)). How-
ever, unlike the backward case, the additional requirement (1.4) leads to some
extra subtleties when small perturbations on the test function ¢ are needed,
especially in the case of general g. Some arguments for higher-order path-
wise Taylor expansions along the lines of Buckdahn et al. (2015) prove to be
helpful.

As in all studies involving viscosity solutions, the most challenging part is the
comparison principle. The main difficulty, especially along the lines of stochastic
characteristics, is the lack of Lipschitz property on the coefficients of the trans-
formed w-wise PDE in the variable u, except for some trivial linear cases. Our
plan of attack is the following. We first establish a comparison principle on small
time intervals. Then we extend our comparison principle to arbitrary duration by
using a combination of uniform a priori estimates for PDEs and BMO estimates
inspired by the backward SDEs with quadratic growth. Such a “cocktail” approach
enables us to prove the comparison principle in the general fully nonlinear case
under an extra condition, see (6.13). In the case when g is semilinear however,
even when f is fully nonlinear (e.g., of Hamilton-Jacobi-Bellman type), we ver-
ify the extra condition (6.13) and establish a complete theory including existence
and a comparison principle. Thereby, we extend the result of Diehl and Friz (2012),
which follows the second approach proposed by Lions and Souganidis (1998a;
1998b) and studies the case when both g and f are semilinear. However, the ver-
ification of (6.13) in general cases is a challenging issue and requires further
investigation.

Another contribution of this paper is the local (in time) well-posedness of classi-
cal solutions in the general fully nonlinear case. We first establish the equivalence
between local classical solutions of RPDE (1.3) and those of the corresponding
transformed PDE. Next, we provide sufficient conditions for the existence of local
classical solutions to this PDE, similar to that of Da Prato and Tubaro (1996) when
g is linear in u and d,u. To the best of our knowledge, these results for the general
fully nonlinear case are new. We emphasize again that our PDE involves some seri-
ous singularity issues so that the local existence interval depends on the regularity of
the classical solution (which in turn depends on the regularity of (). Consequently,
these results are only valid for classical solutions.

1.3 Remarks
As the first step towards a unified treatment of stochastic viscosity solutions for
fully nonlinear SPDEs, in this paper we still need some extra conditions on the

coefficients f and g. For example, even in the case when g is semilinear, we need
to assume that f is uniformly non-degenerate and convex in dyyu. It would be

) Springer Open



Page 6 of 59 R. Buckdahn et al.

interesting to remove either one, or both constraints on f. Also, as we point out
in Remark 7.5, in the general fully nonlinear case the equivalence between our
rough PDE and the associated deterministic PDE in the viscosity sense is by no
means clear. Consequently, a direct approach for the comparison principle for RPDE
(3.6), which is currently lacking, would help greatly. It would also be interesting
to investigate the alternative approach by using rough path approximations as in
Caruana et al. (2011) and many other aforementioned papers, in the case when
g is fully nonlinear. We hope to investigate some of these issues in our future
publications.

We would also like to mention that, although the SPDEs in Buckdahn and Ma
2007, Davis and Burstein 1992, Diehl et al. (2017) for pathwise stochastic control
problems appear with terminal conditions, they fall into our realm of forward SPDEs
with initial conditions by a simple time change (which is particularly convenient
here since our rough path integrals correspond to Stratonovic integrals). However,
many SPDEs arising in stochastic control theory with random coefficients and in
mathematical finance, see, e.g., Peng (1992) and Musiela and Zariphopoulou (2010),
have different nature and are not covered by this paper. The main difference lies in the
time direction of the adaptedness of the solution with respect to the random noise(s),
as illustrated by Pardoux and Peng (1994).

Finally, for notational simplicity throughout the paper, we consider the SPDEs
on a finite time horizon [0, 7'] and in a one-dimensional setting. Our results can be
easily extended to the infinite horizon in most of the cases. But the extension to
multidimensional rough paths, albeit technical, is more or less standard. We shall
provide further remarks when the extension to the multidimensional case requires
extra care. For example, Proposition 4.1 relies on results for multidimensional RDEs.
Finally, some of the results in this paper involve higher-order derivatives and related
norms. For simplicity, we shall use the norms involving all partial derivatives up to
the same order; and our estimates, although sufficient for our purpose, will often
contain a generic constant, and are not necessarily sharp.

This paper is organized as follows. In Section 2, we review the basic theory of
rough paths and rough differential equations (RDEs). Furthermore, we introduce our
function spaces and the crucial rough Taylor expansions. In Section 3, we set up the
framework for SPDEs, RPDEs, and PPDEs. In Section 4, we introduce the crucial
characteristic equations and transform our main object of study, the RPDE (3.6), into
a PDE. We establish the equivalence of their local classical solutions and provide
sufficient conditions for their existence. Sections 5 and 6 are devoted to viscosity
solutions in the general case. In Section 7, we establish the complete viscosity theory
in the case that g is semilinear. Finally, in the Appendix (Section 8), we provide the
proofs of the results from Section 2 that go beyond the standard literature.

2 Preliminary results from rough path theory
We begin by briefly reviewing the framework for rough path theory that is used in

this paper, mainly following Keller and Zhang (2016) (see Friz and Hairer (2014) and
the references therein for the general theory).
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To this purpose, we introduce some general notation first. For normed spaces E
and V, put

L®(E; V) :={u:E - V: ulloo :=sup,eplu@x)|v < oo}.
When V = R, we omit V and just write IL°°(E). For a constant & > 0, set
CUEV) = fu e L¥(E V) [l = sup WO TEDV oy
x,yeE, x#y [lx _y”E

Given functions u : [0, T] — Rand u« : [0, T1> — R, we write the time variable as
subscript, i.e., u; = u(t) and Ug, = u(s, t), and we define

s =ur —us, 5,1 €0, T, [ule:=sup |u(s,D)l/ls—1]". (2.1)
s,t€[0,T],s#t
Moreover, we shall use C to denote a generic constant in various estimates, which
will typically depend on T and possibly on other parameters as well. Furthermore, we
define the standard Holder spaces and parabolic Holder spaces (cf. Lunardi (1995,
Chapter 5)): Given k € Ny and S € (0, 1], set

C£+5(R) ={u:R—>R: ||M||C;)¢+ﬁ(R) < oo},

CP(0, TI xR) := {u € C°[0, T] x R) : < oo},

”””c{f([o,r]xR)

2+8 o 1,2 .
C, ([0, T x R) := {u e C"*([0,T] x R) : ||“”c§+ﬂ<[o,r1xR> < 00},

where
k .
o J k
Il ghon gy = DN ulloo + [0 ulp,

lull .5 = llulloo + sup [u(t,)]g + suplu(-, x)1g/2,
Cp (0. T1=R) > 1€[0,T] g xeR P

1 .
. j 2
el 215 g0, 71y 7= 2ol #lloo + 102t e 0, sy + 1008 80,y
2.1 Rough path differentiation and integration

Rough path theory makes it possible to integrate with respect to non-smooth func-
tions (“rough paths”) such as typical sample paths of Brownian motions and
fractional Brownian motions. In this paper, we use Holder continuous functions as
integrators. To this end, we fix two parameters « € (1/3,1/2] and B € (0, 1]
satisfying

a2+ B) > 1. (2.2)

The parameter o denotes the Holder exponent of our integrators. The parameter
B will take the role of the exponent in the usual Hélder spaces C**#. Later, we
introduce modified Holder type spaces suitable for our theory.

To be more precise, a rough path, in general, consists of several components, the
first stands for the integrator whereas the additional ones stand for iterated integrals.
Those additional components have to be given exogenously and a different choice
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leads to different integrals, e.g., those corresponding to the It6 and to the Stratonovic
integral.

In our setting, the situation is relatively simple. We consider a rough path @ :=
(w, w) with only two components w and w that are required to satisfy the following
conditions:

() w € C(0, T]) and w,, := (1/2)|wg(|*:

(ii) @ is truly rough, i.e., there is a set A such that

E”J‘;—Q’AW — oo forall s € A and A is dense in [0, T]. 2.3)

Remark 2.1 (i) The second component w maps [0, T1? 1o R with [w]oe < o0.
Note that @ , should not be understood as w, — wg as in (2.1).

(ii) For a general d-dimensional rough path, » : [0, T]> — R9*? has 2a-
regularity in the sense that [wlyy < 00, and it satisfies Chen’s relation, i.e.,

Qg — Dy, — @y = Ws a);"—,, s, t,r €0, T], where T denotes the transpose. More-
over, & is called a geometric rough path if o, , + o], = ws, 0/, s, t € [0,T].

In our setting, (o, ®) is a geometric rough path and the related integration theory
corresponds to Stratonovic integration.

(iii) In standard rough path theory, it is typically not required that @ is truly rough
as defined in (2.3). But it is convenient for us because, under (2.3), the rough path
derivatives we define next will be unique.

Next, we introduce path derivatives with respect to our rough path. To this end, we
introduce spaces of multi-indices

n
Vo :=1{0,1}", |v| = Z[Zl{v,:O} + L=yl forv = (vi, -+ -, vy) € Vy.
i=1
Definition 2.2 (a) Let u € C*([0, T]) and Cg’ﬁ([O, T := C*f([0, T]).
(i) A first-order spatial derivative of u is a d,u € Cg’ﬂ([O, T]) that satisfies
Usy = Bty w5 + R, 5,0 €[0,T],  with [R"lya1p) <00, (2.4)
(ii) Assume that d,u € C%([0, T)) exists and has a derivative 0,0,u, then a
temporal derivative of u is a 0°u € ngﬂ([O, T)) that satisfies
Ust = atwus [t — 5]+ Oy ws,t + 0 Ot D ¢ + R?,’,u, s,t€[0,T],
with [R>"]g2+p) < 00. (2.5)
(iii) For v € Vy,, Dyu 1= 0y, - - -0y, U, where 9y := 0{° and 9 := 0.

(b) Fork > 1, let CX ,(10, T)) := {u € C*([0, T1) : Dyu exists ¥|[v|| < k}.

Remark 2.3 (i) In the rough path literature, a first-order spatial derivative 0,u
is typically called a Gubinelli derivative and the corresponding function u is called
a controlled rough path. In our case, the path derivatives defined above are unique
due to & being truly rough (Friz and Hairer 2014, Proposition 6.4).
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(ii) The derivative d,u depends on w, but not on w. The derivative d;°u depends
on w as well and should be denoted by 8;?’ u. However, in our setting, w is a function
of w and thus we write 9;°u instead.

(iii) When o,u = 0, it follows from (2.5) and (2.2) that u is differentiable in t and
0°u = 0qu, the standard derivative with respect to t.

(iv) In the multidimensional case, 0y, € R4 could be symmetric if u is smooth
enough (Buckdahn et al. 2015, Remark 3.3); i.e., 0, and d,; commute for 1 < i,
J < d. However, typically 9 and 9, do not commute, even when d = 1.

Remark 2.4 Note that in (2.5) the term t — s is the difference of the identity func-
tion t +— t, which is Lipschitz continuous. For all estimates below, it suffices to
assume d/’'u € C @Q+A)=1([0, T1). However, to make the estimates more homoge-
neous, we only use the Holder-2a regularity of t and thus require 0;’u € C “B ([0, T1).
For this same reason, all of our estimates will actually hold true if we replace t with
a Holder-2a continuous path ¢ € C**([0, T)). To be more precise, we define a path
derivative of u with respect to { as a function 85”14 € Cg’ ﬂ([O, T1]) that satisfies

[R>"]y2+p) < 00, where

s = 0Pt Lot + oty Wsp + Dowlls 0y, + RIY, (2.6)

then Lebesgue integration dt should be replaced with Young integration d¢;.

Next, we equip C(]f(’ﬂ([O, T1]) with a norm ||-||x. Given u € C(];ﬂ([O, T]), put

lullo := luol + [ulag:  lully == llullo + 3eullo + [R*Ia(i4p);
luellz == llulls + 9wully + 102ullo + [R**1a2+p): (2.7
lullk := llullk—1 + |0wullk—1 + 10 ullk—2, &k = 3.

We emphasize that, besides k, the norms depend on 7, w, o, and 8 as well. To sim-
plify the notation, we do not indicate these dependencies explicitly. In some places we
restrict u to some subinterval [t, o] C [0, T']. Corresponding spaces Céj’ ﬂ([tl, b))
are defined in an obvious way. To not further complicate the notation, the correspond-
ing norm is still denoted by ||-||x. Note that, for u € C (}[ ﬁ([O, T1]) and for a constant
C depending on w,

lu| < luol + 18uuol[@]at® + IR “laqr4p)t* P < lugl + Cllul 1. (2.8)

Finally, we define the rough integral of u € Colhﬂ([O, TD.Letm :0=1<---<
t, = T be a time partition and |7 | := maxXo<;<n—1 |[ti+1 — ;|- By Gubinelli (2004),

n—1

t
/ ugdws := lim E [utl.a),i% tiint T+ Owlly, By nr, ti+1/\t] 2.9
0 .
i=0

|77 |—0

exists and defines the rough integral. The integration path U; := fot us dws belongs
to C‘L,ﬂ([O, T1) with 8,U; = u; and we define f; ur doy = Uy,.
In this context, we define iterated integrals as follows. For v € V,, set

t n 15}
Is",t = / / / dyt1---dy, 1y, where dot :=dt,dit =dw;. (2.10)
s N s
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One can check that I;f, = fst IA%I’”"“") dy, v for o= (i, -, ng1) € Vagr.
In the multidimensional case, defining iterated integrals is not trivial. Nevertheless,
by Lyons (1998, Theorem 2.2.1), this can be accomplished via uniquely determined
(higher-order) extensions of the geometric rough path ® = (w, ).

By (2.5) and (2.2), the following result is obvious and we omit the proof.

Lemma 2.5 (i) Ifu € C; (0, T1), then
dl/t[ = 3;”u, dt + awut da);. (211)

(ii) Suppose that u; = ugy + fot agds + fot ns dwg with a € Cg,ﬁ([O, T and
n e Coll,ﬂ([O, T)). Then u € Ciﬂ([O, T1) with 0°u = a and d,u = 1. Moreover,
[R**]a@24+p) < Clllallo + lInllh).

Finally, we introduce backward rough paths. Fix 7o € (0, T']. Set

<1y <« ] <10 2
W, =Wy — Wy—t, @ = §| o, |

(2.12)

Ls,t

10 <t
Then (go, QO) is a rough path on [0, #p]. Moreover, for u € Cé’ﬂ([O, to]), the

<1 <1
function u 0 defined by ut0:= u;—; belongs to Cé’ﬂ([O, to]) with @ replaced by

<l <y . L . «~Ip ]
(w ', w ) in Definition 2.2. In this case, foto u, dwg= féo Uy dow.

2.2 Rough differential equations

We start with controlled rough paths with parameter x € R¢. They serve as solutions
to RPDEs and coefficients for RDEs and RPDEs. For this purpose, we have to allow
d > 1 here. Consider a function u : [0, T] x RY — R. If, for fixed x € R?, the
mapping ¢ — u(t, x) is a controlled rough path, we use the notations d,u, 9, u,
D, u to denote the path derivatives as in the previous subsection. For fixed ¢, we use
Oxlt, fou, etc., to denote the derivatives of x — u(¢, x) with respect to x. Now, we
introduce the appropriate spaces, extending Definition 2.2.

Definition 2.6 Let [t1, 2] C [0, T], O C R? be convex, u € C°([11, 1] x O).
(i) We say u € Cg:gﬂc([n, ] x O) if the following holds:

x = u(-, x) maps O into Cg ﬁ([tl, t2]) and is continuous under ||-||o.
x +— u(t, x) are locally Holder- B continuous, uniformly int € [t1, t2].

(ii) We say u € Colt:g)c([tl, t2] x O) if the following holds:

® x> u(-,x)maps O into C; ﬁ([tl, t2]) and is continuous under ||-||1.

Ul € Cg:fgoc([tl, tr] x O) and d,u € CO’I”C([tl, r] x O; RY), in the sense that

a.p
each component dy,u € Cg:f;c([tl, hlx0)i=1,..,d

(iii) We say u € Cé:g’c([ll, 1] x O) if the following holds:
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® x> u(-,x)maps O into Cg ﬁ([tl, 1)) and is continuous under ||-||>.

o dou € C(h.nl x 0), b € Cy(n.nl x 0:RY), and 9°u e

Co (11, 12] x 0); forall x € O, [0 R (X)]u(144) < 00,
(iv) Fork > 3, we say u € Cy' ([t 2] x O) if u, dpu € Cyy ;"' ([t1, 2] x 0),
deu € Ci ([0, 1] x O: RY), and du € Cly (11, 12] x O).

We first show that the differentiation and integration operators are commutative.

Lemma 2.7 (i) Letu € CZ’IOC([O, T x RY). Then 9, and 8, commute, i.e.,

a,p
0pO0xU = 0y 0pld. (2.13)

Assume further that u € C;:lﬂ"c([o, T] x Rd). Then 9;” and 0y commute, i.e.,

39u = 09,0, u. (2.14)

(ii) Ifu € Coll:fgoc([O, T x RY), then, for any bounded domain O C R4,

t t
f / u(r,x)dxdow, = / f u(r,x)dowydx. (2.15)
s JO 0 Js

Proof See the Appendix. O
The next result is the crucial chain rule (Keller and Zhang 2016, Theorem 3.4).

Lemma 2.8 Assume that ¢ € Co/ ([0, T1 x RY) and X € C,, 4([0. T1; RY). Let

Y, =, X;). Then Y € Coll,ﬂ([O, T1]) and it holds that
00Yr = 0up(t, X;) + 0x@(t, X;)-0,X;. (2.16)
Ifp e Cuy (10, T1 x RY), X € C2 4(10, T1; RY), then ¥ € C2 4([0, T1) and
Y, = 87p(t, X;) + 0x0(t, X;)-0° X;. (2.17)
Our study relies heavily on the following rough Taylor expansion. The result holds

true for multidimensional cases as well and we emphasize that the numbers & below
can be negative.

Lemma 2.9 Letu € Cf;;lﬂ“([o, T]1 x R) and K C R be compact. Then, for every

(t,x) € [0,T] x Rand (8, h) € R*> witht + 8 € [0, T] and x + h € K, we have
[REL < COKx) (81 + BV, where

t,x;6,

k
1
ut+8,x+h=y > %Dvag’u(t,x)hmI,‘ftH—i—Rf”x”;M. (2.18)

m=0|[v||<k—m

Proof See the Appendix. O
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To study RDEs, uniform properties for the functions in Ck l”‘([tl ] x O) are

needed. In the next definition, we abuse the notation ||- || from (2 7).

k,loc

Definition 2.10 (i) We say that u € C ﬁ([tl n]lx 0)CCy o B ([t1, ] x O) if
k .
luellg ==Y sup [[82u(, x)llx—i < oc. (2.19)
i=0 xe0

(ii) For solutions to standard PDEs (recall Remark 2.3 (iii)), we use

Cyg(n. 1] x 0) = {u € CL 411,121 X 0) : dou = 0}. (2.20)

We remark that in (i) we do not require SUP; e[y, ,2][8)]6‘ u(t,-)]g < oo, but restrict
ourselves to local Holder continuity with respect to x (uniformly in 7), which suffices
for our rough Taylor expansion above.

Although functions in Ck ﬁ([O T] x R) are, in general, only at most once differ-
entiable in time, they behave in our rough path framework as if they were k times
differentiable in time (Friz and Hairer 2014, section 13.1).

Remark 2.11 (i) If u : [t1, 1] x O — R satisfies |ullx+1 < oo (as in (2.19)),
thenu(t,x +h) —u(t,x)=nh fol dxu(t, x +Lh)dl. Thus, the mapping x — u(-, x),
0 — ngﬁ([tl, t2]), is continuous under ||-||x (as defined in (2.7)) and, for ||v| = k,

Dyu(t, ) is Holderlﬂ continuous, uniformly in t. Hence, the continuity required in
the definition ofCa ) ([0, T] x RY) is automatic.

(ii) Similarly, if u € CkH([O T]x R4 x Rd) then y — u(-,y), RY —
Ck+1([0 T1 x RY), is continuous under ||-|x (as defined in (2.19)).

Now, we study rough differential equations of the form

t t
ur=uo+ | f(s,us)ds +/ g(s, uy) dws. (2.21)
0 0

Lemma2.12 If f € Ck ,(10, T] x R) and g € Cy 5 (10, T] x R) for some k > 2,
then RDE (2.21) has a unique solution u € CHZ([O T]) and

lu —uolik+2 = C(T, N fllks 18 Nk+1)- (2.22)
Proof See the Appendix. O

In the following linear case, we have a representation formula for u:

t t
Uy = ug +/0 [fo(s) + fi(s)uslds +f0 [go(s) + g1(s)us]dwy. (2.23)

Lemma 2.13 If fo, fi € C% 4([0, T1) and go, g1 € Ci 5 ([0, T)) for some k > 2,
then RDE (2.23) has a unique solution u € CHZ([O T]) given by
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t
=T, |:u0 +/ fols) ¢ +/l 80() dws], (2.24)
0 Fs 0 Fs

where Ty :=exp{ [y fi(s)ds + [y g1(s) dawy}.
This is a direct consequence of Lemma 2.8, and thus the proof is omitted.

Remark 2.14 This representation holds true only in the one-dimensional case.
For multidimensional linear RDEs, Keller and Zhang (2016) derived a semi-explicit
representation formula. Moreover, note that (2.23) actually does not satisfy the tech-
nical conditions in Lemma 2.12 (f and g are not bounded). But nevertheless, due to
its special structure, RDE (2.23) is well-posed as shown in this lemma.

Finally, we extend Lemma 2.12 to RDEs with parameters of the form

t

t
u(t, x) = ug(x) +/ f(s,x,u(s,x))ds +f g(s, x,u(s,x))dws. (2.25)
0 0

Lemma 2.15 Assume that ug € C*TP(R), f € c{;j;([o, TI1xR?), and g €
Czjsl ([0, T] x Rz) for some k > 3. Then u € Cﬁ:g’c([O, T] x R) and 9, u solves

t
eu(t, x) = Bxuo(X)+/ [3 f (s, x,u(s, x)) + By f (s, x, u(s, x))-dcu(s, x)] ds
0

t
+f [0xg(s, x, u(s, x)) + dyg(s, x, u(s, x))-dxu(s, x)| dos. (2.26)
0

If all related derivatives of ug are bounded (but not necessary uy itself), then u —ug €
Cl 40, T1 x R). If ug is bounded, then u € C} 4(10, T] x R).

Proof See the Appendix. O

3 Stochastic PDEs, rough PDEs, and path-dependent PDEs

Our initial goal is to study the fully nonlinear stochastic PDE
du(t,x,B.) = f(t,x, B.,u, oyu, fou) +g(t,x, B.,u, 0xu) odB;. 3.1

Here, B is a standard Brownian motion, o denotes the Stratonovich integral, and f and
g are FB-progressively measurable.

We want to consider (3.1) as a rough PDE . To this end, we introduce some
notation. Let Q¢ := {w € (o, T]) : wo = 0}, B the canonical process on L, i.e.,
B;(w) := w;, Pg the Wiener measure, and

Q= U1/3<a<1/290~ Q1= {w € Qo : [wle < 00and (2.3) holds}. (3.2)

Then Py (€2) = 1 (Friz and Hairer 2014, Theorem 6.6). Moreover, consider the space
C() =1 {Ca,,g(Q) € (1/3,1/2), 8 € (0, 1], and (2.2) holds}, 3.3)
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where Cq,g(£2) is the set of all F-progressively measurable real processes (u/)se[0,7]
on  with E¥0[[u[|3.,] < oo and with u(w) € C, ., 510, T)) for all € Q. Here,

Il llw:1 and C:M ﬁ([O, T1]) are defined by (2.7) and Definition 2.2, respectively, with
indication of the dependence on w.
Then, for u € C(£2), we have

t t
(/ ” ost>(a)) :/ us(@)dws, 0<t<T, forPpac.weQ. (3.4)
0 0

Here, the left-hand side is a Stratonovic integral while the right-hand side is a rough
path integral. In this sense, we may write SPDE (3.1) as the RPDE

du(t,x,w) = f(t,x,w, u, dxu, 8fxu) dt +g(t,x,w,u, oxu)dws, w € 2. (3.5)

Remark 3.1 (i) If u is a classical solution of (3.1) with g(-, x, B., u, 9,u) € C(2)
forall x € R, then, by (3.4), RPDE (3.5) holds true for Py-a.e. w € Q.

(ii) In an earlier version of this paper (see arXiv:1501.06978v1), we studied path-
wise viscosity solutions of SPDE (3.1) in the a.s. sense. In this version, we study
instead the wellposedness of RPDE (3.5) for fixed w. This is easier and more conve-
nient. Moreover, the rough path framework allows us to prove crucial perturbation
results such as Lemma 5.8.

(iii) If we have obtained a solution (in the classical or the viscosity sense) u(-, )
of RPDE (3.5) for each w, to go back to SPDE (3.1), one needs to verify the measura-
bility and integrability of the mapping w — u(-, w). To do so, one can, in principle,
apply the strategy by Da Prato and Tubaro (1996, section 3), which relies on con-
struction of solutions to SDEs via iteration so that adaptedness is preserved. This
strategy can be applied in our setting and does not require f and g to be continuous
in w. Another possible approach is to follow the argument by Friz and Hairer (2014,
section 9.1), which is in the direction of stability and norm estimates but requires
at least g to be continuous in w. Since the paper is already very lengthy, we do not
pursue these approaches here in detail.

From now on, we shall fix («, ) and w as in Section 2.1 and omit w in f, g, and
u. To be precise, the goal of this paper is to study the RPDE

du(t,x) = f(t,x,u, oxu, E)gxu) dt +g(t,x,u, du)dw; (3.6)

with initial condition u(0, x) = up(x). Note that u(z, x) implicitly depends on w.
In particular, 9;”u is different from 0« in the standard PDE literature. Moreover, by
Lemma 2.5, we may write (3.6) as the path-dependent PDE

3;":4(:, x) = f(t,x,u, oyu, fou), Opu(t, x) = g(t, x, u, 0xu). 3.7

with initial condition u(0, x) = wuo(x). The arguments of f and g are implicitly
denoted as f(t,x,y,z,v) and g(t, x, y, z). Throughout this paper, the following
assumptions are employed.

Assumption 3.2 Let g € Cf,j?;;"“([o, T x R?) for some sufficiently large regular-
ity index ko € N.
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(i) dyg € Cl5 (10, T1 x RY), ¢ € C25 ' (10, T] x R?).

(ii) Fori =0, ..., ko and (y,7) € RZ 9 g( y,2) € CkO '([0 T] x R) with

10ig(, ¥, 2)llkg—i < CI1+ |y| + |z]1.
Note that, for any bounded set Q C R2, g€ cﬁ?ﬂ([o, Tl xR x Q).

Assumption 3.3 (i) f is nondecreasing in y.
(ii) f € CO[0, T] x R*) and | f(t, x,0,0,0)| < Ko forall (t,x) € [0, T] x R.
(iii) f is uniformly Lipschitz in (y, z, y) with Lipschitz constant L.

Assumption 3.4 Let ug be continuous and ||ugllco < Ko.

We remark that for RPDE (3.6) there is no comparison principle in terms of g.
Hence, a smooth approximation of g does not help for our purpose and thus we
require g to be smooth. By more careful arguments, we may figure out the precise
value of ko, but that would make the paper less readable. In the rest of the paper,
we use k to denote a generic index for regularity, which may vary from line to line.
We always assume that k is large enough so that we can freely apply all the results
in Section 2, and we assume that the regularity index ko in Assumption 3.2 is large
enough so that we have the desired k-regularity in the related results.

Definition 3.5 Let u € C,, 2, 5306([0 T1 x R). We say that u is a classical solution
(resp., subsolution, supersolutlon ) of RPDE (3.6) if

Opu(t,x) = g(t,x,u, dyu),
Lu(t,x) := 3°u(t,x) — f(t,x,u, du, xxu) (resp. <,>) 0. (3.8)

Again, note that there is no comparison principle in terms of g. So the first line in
(3.8) is an equality even for sub/super-solutions.

4 Classical solutions of rough PDEs

We establish wellposedness of classical solutions for RPDE (3.6). To this end, we
must require that the coefficients f, g and the initial value u¢ are sufficiently smooth.
For general RPDEs, most results are valid only locally in time. However, this is
sufficient for our study of viscosity solutions in the next sections.

4.1 The characteristic equations
Our main tool is the method of characteristics (see Kunita (1997) for the stochastic
setting). It will be used to get rid of the diffusion term g and to transform the RPDE

into a standard PDE. Given 6 := (x,y,z) € R3, consider the coupled system of
RDEs
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t
Xi=x —/ 0:8(s, O5) dws,
0
t
Y, =y +/0 [g(s’ O5) — Z59:8(s, ®s)] dws,

t
Z: = z+ /0 [3xg(S, Oy) + Z;0y8(s, ®s)] dws. 4.1)
Its solution is denoted by ©,(0) = (X;(0), Y;(0), Z;(0)). Fix Ko > 0 and put
Q:=Rx Qi Q1:={(y2eR :max{ly|,|z]} < Ko+ 1} CR> (42)

Proposition 4.1 Let Assumption 3.2 hold and let Ko > 0 be a constant. Then there
exist constants 8o > 0 and Cy, depending only on Ky and the ko-th norm of g (in the
sense of Definition 2.10 (i)) on [0, T] x Q, such that for all 0 € Q, the system (4.1)
has a unique solution ©(0) such that

© € G710 80] x O ’Y), [Bllg, < Co, where ©;(8) := ©;(6) — 6. (43)

Proof Uniqueness follows directly from an appropriate multidimensional exten-
sion of Lemma 2.12 for each 8 € Q. To prove existence, we note that the main
difficulty here is that some coefficients in (4.1) are not bounded. To deal with this
difficulty, we introduce, for each N > 0, a smooth truncation function N R>R
with (N (z) = z for |z| < N and (V¥ (z) = O for |z| > N + 1, and consider g/ (¢, 0) :=
g(t, x, 1N (y), (¥ (2)). Then, by Assumption 3.2, gV € Cs?ﬁ([O, T] x R3). Next, for
each 6 € R3, consider the system

e
>
I

t
! x—/o 3.g" (s, M) dws,

t
YN y+/0 [¢" (s, 0N) — N (zM)d.g" (s, ©Y)] dwy.

z!

t
z+ / [0:8" (s, ©F) + N (zM)ayg" (s, ©N)] dw.
0

Applying Lemma 2.15, but extended to the multidimensional case (using the
extended Lemma 2.13 as shown in Remark 2.14), the RDE above has a unique

solution O (¢) = (XV, YN, Z¥)(0) € C;%4(10. T]; R?) and satisfies (4.3) with a
constant Cy :=C(N, T, ||gN||k0). Now set N := Ko+ 1. For (¢,0) € [0, T] x Q, it
follows from (2.8) that

YN (@) < Ko+ Cnt%, 1ZN(©O)| < Ko + Cyt“.

Set 8 := Cy'/* A T. Then, for t < 8o, we have |YN(6)| and |ZN (8)| < N. Thus
gN (@;V ) = g(@fv ). Therefore, ®V solves the original untruncated equation (4.1) on
[0, dol. O

Next, we linearize system (4.1). To this end, put

U :=[0,X,0yX,0.X], V:=[0,Y,0,Y,0. Y], W:=[0:Z,0,Z,0,Z]. (44)
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Then

t
U, = [1.0.0] —/0 02Uy + dy2Vs + 028 WS](s, ®,) dws,

r -
Vi =10, 1,0] +/0 _[axg — 0xz8 Zs]Ux + [8yg - Zsayzg] Vs

—Z,0..¢ WS](S, ®,) dw,,

t -
W, =[0,0,1] +/0 [a)%xg + Zsaxyg] Us + [axyg + 8yyg Zs1Vs
+[018 + Zsdyeg + 8] Wi |5, ©,) dooy. 45)

The next result is due to Peter Baxendale. It is a slight generalization of Kunita (1997,
(14), p. 291) (which corresponds to (4.15) below).

Lemma 4.2 Let Assumption 3.2 hold and let Ko, 8o be as in Proposition 4.1. For
every (t,0) € [0, 8] x Q with60 = (x, y, z) and every h = (h1, ha, h3) € R3,

t
Vt(e)'h—ZzUz(Q)'h=(h2—Z'h1)eXp{/0 9y8(5. O5(0) d . (4.6)

Proof Fix0 € Q,h e R3 . PutT, :=V, -h — Z,;U, - h. By Lemma 2.8,

Bl = [[0eg = ducg ZJUs + [0,8 = Zidyeg | Vi = Zideog Wi -

1028 + Zi0, 81Uy - h + Z4[ezgUs + dyzgVi + dccg Wi -
= ayth -h — ZtaygU, -h = 3ygF,.

Clearly, 0,°I';y = 0 and I'g = hp — zh;. Then Lemma 2.13 yields (4.6). O
4.2 RPDEs and PDEs

Our goal is to associate RPDE (3.6) with a function v satisfying
dpv(t, x) =0, “@.7

which would imply that v solves a standard PDE. To illustrate this idea, let us first
derive the PDE for v heuristically. Assume that u is a classical solution of RPDE
(3.6) with sufficient regularity. Recall (4.1). We want to find v satisfying (4.7) and

u(t, X:(6:(x))) = Y1 (6:(x)),  0u(t, X, (6;(x))) = Z;(6;(x)), (4.8)
where 0;(x) := (x, v(¢, x), I, v(t, x)).

In fact, recall (4.4) and write

d,(x) := d(t,6,(x)) ford=0, U, V, W. (4.9)
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Applying the operator 9, on both sides of the first equality of (4.8) together with
Lemma 2.8 yields

0 = o [uer, X0 = %1 ] = oPute, R + doute, £00,-06, ) = Vi, ()
= f(t. Xe,u, deu, 05 1) — [Vi (0, (X)) — Zi(6: () Uy (6 (x))]-,6;.
By Lemma 4.2 with h := 9,6;(x) = [0, d;v(¢, x), dr,v(¢, x)] and z = 9, v (¢, x),
[Vt(et(x)) - Zt(et(x))Ut(et(x))]'atet
= [hy — zhy]eo HEEOE@Ndos — 51 ¢r x)elo 58605 B0 davg

We emphasize that the variable 6;(x) above is fixed when Lemma 4.2 is applied,
while the variable 7 in V; is viewed as the running time. In particular, in the last term
above O (6;(x)) involves both times s and ¢. Then, by (4.10),

t
drv(1, x) exp (/ 3y8(s, O5 (0, () dws) = f(t, X, u, dxu, du0).
0
By (4.8), u(t, )A(,) and o, u(t, )A(t) are functions of (¢, 6;(x)). Moreover, by applying
the operator d, on both sides of the second equality of (4.8),
Ogcu(t, X)Uyp-0:6; (x) = W;-0,6; (x).
Note that 9,6, (x) = [1, d,v, 8§x v](z, x). Then, provided U,-BXHZ (x) #0,

Wi-0x0,(x) 9. Zi(6)) + 0y Z,(6) v + 0. Z,(6,) 0% v
Up-9,:6i(x) 9 Xi(6r) + 8y X (6;) 3xv + 3 X, (6) 92, v

Therefore, formally v should satisfy the PDE

3% u(r, X;) =

ov(t,x) = F(t,x,v(t, x), d,v(t, x), xxv(t x)), v(0,x)=uglx), (4.10)

where, for 0 = (x, v, z),

W (©)-[1, z, ot 9
F(1,0,y) = f(t, 0,(0), M)e Jo 3y8(5.05(@))dws (4.11)
Ut(e)[lv <, V]

Now, we carry out the analysis above rigorously. We start from PDE (4.10) and
derive the solution for RPDE (3.6). Recall (2.20) and that & is a generic, sufficiently
large regularity index that may vary from line to line.

Lemma 4.3 Let Assumption 3.2 hold. Let v € Ci:g([o, T1 x R) for some large
k. Put Ko := ||[v]loo V ||0xV|lco- Let 8¢ be determined by Proposition 4.1. Then there
exists a constant § € (0, 8o such that the following holds:

(i) For every (t, x) € [0, 4] X R, 9, Xt(x) U,(@t(x)) :0x0; (x) > 1/2.

(ii) For every t € [0, 4], X, R — R is a C'-diffeomorphism and S,(x)
}A(t_l (x) belongs to Ck toc ([0, 8] x R) (for a possibly different k) and satisfies

S0 = x — " 10,-3,051(Sy @) 4 +/ 9.8(s, O, (Ss @) 4 dos. (4.12)
0 (0 X,) (8,(x)) 0 (X)) (Ss(x))
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Proof (i) Note that 6;(x) € Q for all (¢, x) € [0, T] x R. By (4.3), it is clear that
UeC (])‘( ﬁ([O, do] x Q; R3). Recall that, by Definition 2.10 (i), the regularity here is
uniform in x. Thus, together with the regularity of v, we have

[Ut (0 (x)) — Up(Bo(x))]
< U (0:(x)) — U (0o(x))| + |Ur (Bo(x)) — Up(Op(x))| < Ct*. (4.13)
Since 0,0;(x) = [1, 0y v, fov](t, x) is bounded,

|Ut (0 (x))-8x6; (x) — Up(Bo(x))-9x00(x)| < Ct*.
Note that Up(6p(x))-0,6p(x) = [1, 0, 0]-[1, 0, v 92 v](t, x) = 1. Hence, there exists

> Yxx
ad < §p such that, for every (¢, x) € [0, §] xR, Bx}A(,(x) = U;(6;(x))-0x6; (x) = 1/2.
(ii) First, by (i), we see that )A(, is one to one for ¢ € [0, §]. Choose 1 € C;°(R)
with t(y) = 1/y for y > 1/4 and ((y) = 0 for y < 1/5. Define functions 4,
b:10,8] x R —> R by

at,x) = —1(8:X,(x)) Uy (x)-8,6,(x),
b(t,x) = 1(8: X, (x)) 8,8(t, O1(x)). (4.14)

Note that a, b e C(];ﬂ([O, 8] x R). Then, by Lemma 2.15, the RDE

t t
S,(x)=x+/ a(s, S’s(x))ds—i-/ b(s, S;(x)) dws, (t,x) €[0,8] x R,
0 0

has a unique solution S e Ci:fgoc([O, 8] x R). Now, by (i), we see that S actually
satisfies RDE (4.12). o
It remains to verify that X; o S; = id, ¢ € [0, §]. Indeed, note that

X; 08 =X, (6,(5(x))) and d,v=0, 8°X =0.
Then, by (4.1) and (4.12),
Al Xe (SN = 9 X1 (61 (S (x))) 4 Ur (6, (51 (x)))- 050, (51 (x)) 0 Sy (x)
0:8(1, ©:(S,(0) _

(3 X,) (5 (x))
LR N] = Ui OG- 0161 (5,00) + 0.6, (516 §i ()|
0z(§t(x))'3191(§t(x))]

(0 X,) (5 (x))

= —3.8(t, O,(5(x))) + 3 X, (S (x))

= 005100165, (0) + 8 X, (5,0 =
=0.
Thus )A(,(S’, x)) = )A(O(S'O(x)) = x. This concludes the proof. O]

Theorem 4.4 Let Assumption 3.2 hold and v and § be as in Lemma 4.3. Assume
further that v is a classical solution (resp., subsolution, supersolution) of PDE (4.10).
Putu(t,x) := IA’, o }?t_l(x). Thenu € c{;’ﬁ([o, 8] x R) is a classical solution (resp.,
subsolution, supersolution) of RPDE (3.6).
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Proof It is clear that u € Ci %OC([O 8] x R). To show the uniform properties in

terms of x, define first S; ()Q = St(x) X, Yt(G) := Y;(0)—y. Then, by Lemma 2.15,
S €Cy 410,81 x Ry and ¥ € Cf 4(10, 81 x R?). Note that

u(t,x) = ¥,($,(x))
Y2 (Se () + 2, (S (%) + %), 3xvr (S (%) + ) + v (S (x) + x).

Since v € CX ﬁ([o T1x R), itis clear that u € CY 5(10,8] x R).
We prove only the subsolution case. The other statements can be proved similarly.
Note that u(z, x) = Y; (9,(S,(x))). Then, denoting £ := S, (x),

dott (1, %) = 30 Y: (6,(R)) + Vi (6:())-8x6; () 805y (x)

= [g(t, 6:(%) — Z;(®)d.8(t, ©,G)] + Vs (@@)@@(ﬁ)w

(0 X)) (%)
AL t, O,(%)) A n .
= g(t, ©;(x)) + Zg—t[V (x) — Zz(x)Ut(X)]~8x9:(x)-
0 X1) (%)
Note that, for (x, y, z) := 6,(x) = [x, v, dyv] and h := 9,,6;(x) = [1, O,v, D XX v], we
have hy — zhy = 9,v — dyv = 0. Then, by Lemma 4.2, we have
[V = 2@ 0@ | 0.6,) =0, (4.15)
and thus
dpulr, x) = g(t, ©,(%)). (4.16)

Similarly, note that 9;6;(x) = [0, 0;v, dsx V],
0Putt, %) = Vi(B:0): 06,8 + 0.6, (R) 075, (0)]

Uto%)ﬂtet(a%)]
(X)) (%)

t
=[Vi®) = Zi@® 0 @) )-8,y =r0(r, ) exp fo 0,805, O,()dey ).

Vi(®06,(2) + Zi (B 00 ()] -

Since v is a classical subsolution of (4.10)—(4.11), the definition of F yields
W,(x) [1, 0y v(t, X), xxv(t x)] )
U,(x) [1, 8, v(¢, X), ”v(t x)]

Now, we identify the functions inside g and f in (4.16) and (4.17). First, by
definition,

0%u(t, x) < f(t, 6,3, (4.17)

X/(8:(x)) = x and Y, (8 (x)) = u(t, x). (4.18)
Next, differentiating (4.18) with respect to x, we have
1= 0, [X,(6:($))] = Uy (6:())-0:6, (%) 0,5, (x),
dxue(t, x) = 0x[Y; (0: (S (0)))] = Vi (0:(£))-0:6, (R) 0,5, (x).
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Thus, by (4.15),

deult. x) — 2,(%) = [\7,(2) —2,®0, f)].axe(t, 2 =o0. (4.19)
Moreover,
02t %) = Du[0u(t, 0] = [ 26,5, 00))

Wt(x) [1, 0yv(t, X), xxv(t x)]
U,(x) [1, o, v(t, X), xxv(t x)]

Plugging (4.18)—(4.20) into (4.16)—(4.17), we see that u satisfies the desired subso-
lution properties. O

W, (6, (%))-056, (%) 8,8, (x) =

20)

Now, we proceed in the opposite direction, namely deriving v from u. Assume that
u € Ck ﬂ([O T1 x R) for some large k and define K¢ := ||u|loo V ||0xt]lco- Let Q2
and Q be as in (4.2) and §p as in Proposition 4.1. For any fixed (¢, x) € [0, o] x R,
consider the mapping

()’71)'—) [Y_M(t,X),Z—8xu(t,X)](t,X,y,Z) (421)
from Q5 to R?. The Jacobi matrix of this mapping is given by
[ 8y —deu(t, X)ayX 9yZ — 82,u(t, X)d, X
J@,x,y,2) = [azy — et X)X 9,7 — 02, X)a.x | XD
Note that det(J(0,x,y,z)) = 1. Thus, noting also that d,u and 8)%)(14 are

bounded, one can see, similarly to (4.13), that there exists a § < §p such that
det(J(t,x,y,z)) > 1/2 for all (¢, x,y,z) € [0,8] x Q. This implies that the map-
ping (4.21) is one to one and the inverse mapping has sufficient regularity. Denote by
R(t, x) the range of the mapping (4.21). Then

R0, x) = {(y —u(0,x),z — 9xu(0,x)) : (y,2) € Q2} DR x (=1, 1).
Thus, by (4.13) and the boundedness of d,u, 92 u again, and by choosing a smaller

> VXX

6 if necessary, we may assume that (0,0) € R(¢,x) for all (¢,x) € [0,6] x R
Therefore, for any (t,x) € [0,6] x R, there exists a unique (v(f, x), w(t, x)) € Q>
such that, denoting 6; (x) := (x, v(t, x), w(t, x)),

Y@ (x) = u(t, X, (0,(x))),  Zi(B(x)) = dyu(t, X, (6 (x))).  (4.22)

Differentiating the first equation in (4.22) with respect to x and applying the second,
we obtain

0 = o[ Y600 — utt, X, @)
[ViBix) = dxutt, X, G0N U G (e | 0.6, ()

= [V = ZUG0) | 1, 0000, ), dw(r, )]

t
= [Bxv(t, %) — wt, x)] exp ( fo 3,8 (s, O, (6 (x)))dawy),
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where the last equality holds true thanks to Lemma 4.2. Then w(¢, x) = 9,v(¢, x)
and thus (4.8) holds. In particular, we may use the notation 6;(x) in (4.8) again to
replace 5, (x).

We verify now that v indeed satisfies PDE (4.10).

Theorem 4.5 Let Assumption 3.2 hold, let u € Cs’ﬁ([(), T] x R) for some large k,
and let § and v be determined as above. Assume further that u is a classical solution
(resp., subsolution, supersolution) of RPDE (3.6). Then, for a possibly smaller § > 0,

we have U;(0;(x))-0x0;(x) > 1/2 forall (¢, x) € [0,5] xRandv € Ck 2([0 8] x R)
is a classical solution (resp., subsolution, supersolution) of PDE (4.1 0) on [0, 8] xR.

Proof The regularity of v is straightforward. We prove only the case that u is a
classical subsolution. The other cases can be proved similarly.

Recall the notations in (4.9). Differentiating the first equality of (4.8) with respect
to w and applying the second equality, we obtain

0= aw[Y,(@(x)) —u(t, X,(et(x»)] = 0,Y,(6:(x)) + Vy-,0, (x)
—dou(t, X;) — dxu(t, X)[00X (1, 6, (x)) + Uy-300; (x)].

By (3.8) and (4.8), d,u(r, X;) = g(t, X;, u(t, X;), dxu(t, X;)) = g(t, ©,). Then, by
(4.1) and Lemma 4.2,

0 =1[g(t,®) — Z,8(t, O] + Vi-8,0:(x) — g(t, ©;) — Zi[—d.8(t, O))]
—Z:U;-04,6; (x)
= [Vi = Z0, O, du(t, %), 3dv(t, x)] = dou(t, x)elo 280 OsCrlmde

Thus, d,v(f,x) = 0 and Lemma 4.3 can be applied. In particular, for a possibly
smaller § > 0, U;(6;(x))-0,0;(x) > 1/2 for all (¢, x) € [0, §] x R.

Finally, following exactly the same arguments as for deriving (4.10), one can
complete the proof that v is a classical subsolution of PDE (4.10). ]

Remark 4.6 We shall investigate the case with semilinear g in detail in section 7
below. Here, we consider the special case

g§=0(2), (4.23)
which has received strong attention in the literature. Let o' and o’ denote the

first- and second-order derivatives of o, respectively. In this case, the system of
characteristic equations (4.1) becomes

t 1
X =x _/ o'(Zy)dwy, Y, = y +/ [U(Zs) - ZSG/(ZS)] dws, Z; = z,
0 0
which has the explicit global solution

X;=x—0'@Qw, Yi=y+[o@ —z20'@lw, Z =z (4.24)
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Moreover, in this case, (4.11) becomes

Ftx.y.2.0) = f(tx =o' @or y +[0() =20’ @y, 2 m—— =),
—o"(Qwry

4.3 Local wellposedness of PDE (4.10)

To study the wellposedness of PDE (4.10) and hence that of RPDE (3.6), we first
establish a PDE result. Let Ko > 0 and, similar to (4.2), consider

Q3 :={(y,z,¥) € R :max{ly|, Izl ly|} < Ko + 1}. (4.25)

Lemma 4.7 Let k > 2 and 5o > 0.

(i) Suppose that ug € Cy P (R) with |uql, 105uol, 102,10 < Ko.

(ii) Suppose that F € ng;l([O, 8ol x R x Q3) and 3, F > ¢p > 0.
Then there exists a constant § < J¢, depending on Ko, co, and the norm || F||; on
[0, 801 X R x Q3, such that PDE (4.10) has a classical solution v € CS:%([O, 8] x R)
on [0, 8] x R.

Proof 1t suffices to prove v € C§+ﬂ ([0, 8] x R). The further regularity of v when
k > 2 follows from standard bootstrap arguments (Gilbarg and Trudinger 1983,
Lemma 17.16) together with Remark 2.11. Since the proof is very similar to that
of Lunardi (1995, Theorem 8.5.4), which considers a similar boundary-value prob-
lem, we shall present only the main ideas for the more involved existence part of the
lemma. The first step is to linearize our equation and set up an appropriate fixed-

point problem. To this end, let § > 0 and define an operator A : CZJ”B ([0,8] xR) —
cf (10,81 x R) by
(AV) (1, x) 1= 8, F (Bo(x)) v(t, x) + 3. F (o (x)) d,v(t, x) (4.26)
+3y F(Bo(x)) 82, v(t, x), (4.27)
where 6y (x) := (0, x, uo(x), dcug(x), 32, up(x)). Next, define
Bii={ve Gy (0.6] x B) 1 v(0.) = wo. o —woll e < 1) (428)
Now given v € Bj, consider the solution w of the linear PDE
oow = Aw + [F(t, x, v, 0y v, afxv) — Av]on[0,8] x R 4.29)

with w(0, -) = ug. Following the arguments by Lunardi (1995, Theorem 8.5.4), when
8 > 0 is small enough, PDE (4.29) has a unique solution w € Bj. This defines a

mapping I'(v) := w for v € Bj. Moreover, when § > 0 is small enough, I' is a
contraction mapping, and hence there exists a unique fixed pointv € By. Thenv = w
and, by (4.29), v solves (4.10) on [0, §] x R. O

‘We now turn back to PDE (4.10)—(4.11) and RPDE (3.6).

Theorem 4.8 Let Assumption 3.2 hold and let k > 2, 5y > 0.
(i) Suppose that ug € Cy ™ TP (R) with |uol, 185uol, 102,10 < Ko.
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(ii) Suppose that f € C ' (10, 80] x R x Q3) and 3y, f > co > 0.
Then there exists a constant 5 < o, depending on Ky, co, the regularity of f on
[0, 80] x Q3, and the regularity of g on [0, 89] x Q, such that PDE (4.10)—(4.11)
has a classical solution v € Cﬁ:g([o, 8] x R) on [0, §] x R, and consequently, for a

possibly smaller § > 0, RPDE (3.6) has a classical solution u € Cg’ﬁ([O, 8] x R).

Proof Recall (4.11). By the uniform regularity of ® in Proposition 4.1, one can
verify straightforwardly that, for 6 > 0 small enough, F satisfies the conditions in
Lemma 4.7 (ii). Then, by Lemma 4.7, PDE (4.10)—(4.11) has a classical solution
v € Bj for a possibly smaller §. Finally, it follows from Theorem 4.4 that RPDE (3.6)
has a local classical solution. O

4.4 The first-order case

We consider the case f being of first-order, i.e.,

f=f@0)=f(tx,y,2). (4.30)

This case is completely degenerate in terms of y. It is not covered by Theorem 4.8.
However, in this case, PDE (4.10)—(4.11) is also of first-order, i.e.,

t
F(1,6) == f(t, @AG))exp(—/O 3y8(s, O4(6))dwy). 4.31)

When f is smooth, so is F. Thus, we can~m9d1~fy the characteristic Egs. 4.1 to solve
PDE (4.10)—(4.31) explicitly. Put ® = (X, Y, Z) and consider

t
X; = x—/ 0, F (s, (:)S)ds,
0

=
Il

t
y+ / [F(s. B,) — Z,0.F(s. ©,)] ds.
0

N
Il

t
z—l—/ [0: F (s, ©5) + Z,dy F (s, ©,)] ds. (4.32)
0

Similar to (4.8), let v be determined (locally in time) by
o(t, X (6:(x))) = Y6, (x)), 9:0(1, X, (6 (x))) = Z (6 (x)),

where 0 (x) := (x, D(t, x), 3, 0(¢, x)). Then one can see that (4.7) should be replaced
with 0,0 = 0, and thus v(¢, x) = ug(x). By similar (actually easier) arguments as in
previous subsections, one can prove the following statement.

Theorem 4.9 Let Assumption 3.2 hold, f take the form (4.30) with f €
CEEL(10, T1x Q). and ug € Cy P (R) for some large k with |uo|, [8xuol. 182,u0| <
K. Then there is a constant § > 0 such that the following holds:

(i) The system of ODEs (4.32) is well-posed on [0, §] for all 6 € Q.

(ii) For each t € [0, 8], the mapping x € R X; (x, uo(x), dyup(x)) € R is
invertible and thus possesses an inverse function, to be denoted by S;.
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(iii) The map v defined by v(t, x) = YI(Q,(St (x))) belongs to Ck ([O 5] x R)
and is a classical solution to PDE (4.10)-(4.31). Consequently, RPDE (3.6)—(4.30)
has a classical solution u € C{;,ﬂ([o, 8] x R).

5 Viscosity solutions of rough PDEs: definitions and basic properties

We introduce a notion of viscosity solution for RPDE (3.6) and study its basic
properties. For any (#9, xo) € (0, T] x Rand § € (0, 79), define

Ds(to, x0) := [to — 8, to] x Os(x0) :=[to — 8, o] X {x € R: |x — xo| < 5}.
5.1 The definition

Foru € C([0, T] x R) and (#y, xo9) € (0, T] x R, put

Ajutto, x0:8) = {9 € C2 5(Dst0, x0)) : 90, x0) = ulto, x0)

and 3,9 = g(, @, ) on Dy, x0) |,

./Tlgu(to,xo) = U {(p € Agu(to,xo; 8): ¢ <uon Dg(to,xo)},

0<é<ny

Agutio, x0) == | {0 € AQutto, x0:8) : ¢ = won Dstio, x0) ). (5.)

0<é<ny

Definition 5.1 Let u € C([0, T] x R) and recall the operator L in (3.8).

(i) We say that u is a viscosity supersolution (resp., subsolution) of RPDE (3.6) if,
for every (tg, xo) € (0, T] x R and for every ¢ € .7lgu(to, xo) (resp., Agu(to, x0)),
we have Lo(ty, xo) > (resp., <)0.

(ii) We say that u is a viscosity solution of RPDE (3.6) if it is both a viscosity
supersolution and a viscosity subsolution of (3.6).

We remark that it is possible to consider semi-continuous viscosity solutions as in
the standard literature. However, for simplicity, in this paper we restrict ourselves to
continuous solutions only.

Proposition 5.2 (Consistency) Let Assumptions 3.2 and 3.3 hold and let u €
Ci /3([0, T] x R). Then u is a classical subsolution (resp., classical supersolution) of
RPDE (3.6) if and only if it is a viscosity subsolution (resp., viscosity supersolution)
of (3.6).

Proof We prove only the subsolution case. The supersolution case can be proved
similarly.

First, assume that u is a viscosity subsolution. By choosing u itself as a test
function, we can immediately infer that u is a classical subsolution.
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Next, assume that u is a classical subsolution. Let (#,x) € (0,7] x Rand ¢ €
Agu(t, x) with corresponding &y € (0, ¢]. Then, at (¢, x),

u—p=0, %flu—9l=0, 32 [u—¢]<O0,
Bl — @1 =0;  dyplu — @l = ¢ 32, [u — ¢], (5.2)

where ¢ 1= 9,g(¢, x, u, dyu). For any (8, h) € [0, 8p] x Os,(x), by Lemma 2.9,

0> [u—e¢lt—38x+h)

1 _
=0l — @11, x) 8 + 507 (1 — @1, ) h — ¢ o, + Ry, (5.3)

where R;’Zﬂp = O0((8% + h)**t#). Fix a number 8, € (0, 8] such that, for every 6 €

0, 811, we have |c wi—s.¢| < 8o. From now on, let § € (0, é1]. Setting 7 := ¢ w;—s¢
in (5.3) yields

—0°Tu — 11, X)8 < —Ry 1 < C(8% + [ean—s, )*HF < € 642HD),

Recall (2.2). Dividing the inequality above by & and sending § to 0, we have
fu(t, x) = 9f¢(t, x). By Assumption 3.3 (i) and by (5.2),

000 = o000, 02,0 |6, 3) < [0 = fCou, b, 020 6.0 <0,

i.e., u is a viscosity subsolution at (7, x). O]
5.2 Equivalent definition through semi-jets
As in the standard PDE case (Crandall et al. 1992), viscosity solutions can also be

defined via semi-jets. To see this, we first note that, for ¢ € Agu(to, Xxp; 6), our
second-order Taylor expansion (Lemma 2.9) yields

@(t, x) = @(to, x0) + 3¢ (to, x0) (t — to) + @ (fo, X0)wyy ¢
1
+ Beto, 20)(x = X0) + 05,910, X0}y, + 5 95,90, x0)]x = o
+ axwgo(t(% xo)a)lo,t(x - .X'()) + R(tv -x)s

where (¢, x) € Ds(to, xo). Since d,¢(t, x) = g(t, x, ¢, 0xp), we have

O = 0xg + 3yg3x(p + 3Zg3§x(p,
ww® = 0wg + 0yg0w® + 0:80wx
dog + 0y8g + 0,8[0xg + 3y80x0 + 3805, 0. (5.4)
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Motivated by this, we define semi-jets as follows. Given u € C([0, T] x R),
(to, x0) € (0, T] x R, and (a, z, ¥) € R?, put

Vw1 X) =y +alt — 1] + bwy, + z[x — xo]
1
tew,  + Eylx — x0|2 + g w1 [x — x0], where

y = u(ty, x0), b := g(to, x0,y, 2),
q = [0xg + dygz + 3;8Y1(t0, X0, ¥, 2),
¢ = [0pg + 0ygg + 3;8(0xg + 3ygz + 9:8¥)1(t0, X0, ¥, 2)-

We then define the g-superjet 7gu(to, x0) and the g-subjet J gu(to, x0) by

Toutto, x0) = U {@z.9) e R ugih < won Dytio, x0) .
0<dé<t

T ulto.x0) = U {(a, 2y) eRP YL > uon Dg(to,xo)}. (5.5)

0<d<t

Note that 9, e oV = g, ool depar ) holds true only at (fg, xo), but

&,u,10,X0 &,u,10,X0° &,u,1,X0
. . a,z,y 0 . i
not in Djs(ty, xo), SO in general wg’u’m,x() ¢ Agu(to, x0; 6). Nevertheless, we still have

the following equivalence.

Proposition 5.3 Let Assumptions 3.2 and 3.3 be in force and let u €
C([0,T] x R). Then u is a viscosity supersolution (resp., subsolution) of (3.6)
at (to,x0) € (0,T] x R if and only if, for every (a,z,y) € 7gu(t0,xo)
(resp., J ju(to. x0)),

a — f(to, xo, u(to, x0), z, ¥) = 0 (resp., < 0). (5.6)

Proof We prove only the supersolution case. The subsolution case can be proved
similarly.

First, we prove the if part. Assume that (5.6) holds for every (a,z,y) €

7gu(t0, xp). Let ¢ € Zgu(to, x0). Then there exists a 9 € (0, fo A 1] such that,
whenever 0 < § < &, || < b,

u(to — 8, xo + h) — u(to, x0) > @(to — 8, xo + h) — @(to, xo).

By Lemma 2.9, there exists a C > 0 such that
Wit — 8,30+ ) = (10, %0) = [ — 89 8 + g h + S0, W2
2
Fop 01+ 029 @1y + e h 01,1 ]G0, %0) = C[8% + 0] >,

For any ¢ > 0, by (2.2), there exists a 6; € (0, dp), such that, for every 0 < 6 < &,
|| < &,

uto = 8, %0 +h) — uto, x0) = | = 879 8+ g h + S0, 1h?

00 Wiyt + 93,0 @y ; + 0w h wto,,](ro, x0) — &8 — g |h]*.
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By (5.4), the above inequality implies (3”p+¢, 3@, 32,9 —&)(to, X0) € J gt (to, X0).
Thus, by (5.6), [0°¢+¢e— f(-, ¢, 0xp, fo(p —&)](to, x0) > 0. Sending ¢ — 0 yields
Lo (ty, x0) > 0, i.e., u is a viscosity supersolution at (tg, xo)-

Next, we prove the only if part. Assume u is a viscosity supersolution at (fy, xg) €
0, T] xR.Let (a,z,y) € 7gu(to, xo) and consider the RPDE

@(t, x) =u(ty, xo) + [a + el [t — to] + z[x — x0] + %[V —&]|x — xo|?
_j;tO g(’ @, ax(p)(s,x)da)s,

By Theorem 4.9, the RPDE above has a classical solution ¢ € Cg’ ﬁ(D,s (19, x0)) for

some § € (0, §p]. It is clear that ¢ € Agu(to, Xo; 8). Moreover, by using our Taylor
expansion (Lemma 2.9), one may easily verify that

@ = YoiiEr =8 4 R on Ds(to, x0),

&,u,10,X0

where |R(7, x)| < C[|t — 10|* + |x — xo|1*"#. Then, by choosing § > 0 small
enough, we have ¢ < w;:zi:;:),xo < u on Ds(ty, x0)), where the second inequality is
due to the assumption (a, z, ) € 7gu(t0, xo). This implies ¢ € .,Tlgu(to, x0). Thus
0 < Lo(tg, x0) = a + & — f(to, x0, u(to, x0), 2, ¥ — €). Sending ¢ — 0 yields
(5.6). O

Remark 5.4 By Proposition 5.3 and its proof, we can see that, depending on the
regularity order ko of g as specified in Assumption 3.2, it is equivalent to use test
functions of class C";’ ﬁ(Da (to, x0)) for any k between 2 and kg. This is crucial for
Theorem 5.9 below.

5.3 Change of variables formula

Let L € C([0, T]) and n > 2 be an even integer. For any u : [0, T] x R — R, define

Nt

1+ xm

t
u(t, x) .= u(t, x), where n; ::/ Asds. 5.7)
0

Ifu € c;ﬂ([o, T1 x R), then
u=e (1 +x"i, du=e "[(1+x")dyii+nx""lii],
32 = e M[(1 4+ xM)d2, 0 + 2nx""1d,it + n(n — Dx" 2], (5.8)
doptt = e (1 +x"M)yit, dPu = e (1 + X" d — li].

Definef:[O,T]XR4—>Rand§:[O,T]XR3—>Rby

~ 1 n
f.x.y.2.9) =hy+ i f(t,x, ey

(I+xz+nx""'y  (A+x™)y+2nx" " z4n(m—1)x"2y )
b

el ’ elt

nyy n n—1
3t x, v, 7) = lf;:r g(t,X, (+x )y’ (A+x")z+nx y). (5.9)

X7 et el
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Clearly, f and g inherit the regularity of f and g. Whenever they are smooth,

~ n—1 —1 n—2
Oy f =1+ 3y f + 3, 10 49, Froe
~ n—1 ~ ~
Sf=0.f+o, fH: 0 f=0,f 82,f=e"(1+x"032,f(5.10)
Then it is straightforward to verify that f and g inherit most desired properties of f
and g that we utilize later.

Lemma 5.5 (i) If g is of the form of (7.1) or (7.26), then so is g; and if f is of the
form of (7.29), then so is f.

(ii) If f is convex in y, then so is f.

(iii) If f is uniformly parabolic, then so is f

(iv) If f is uniformly Lipschitz continuous in'y, z, y, then so is f ~

W INFCoy, 2 V) lleeqo,rixry < CIL+ |yl + |z + [y [], then so is f.

In particular, if f and g satisfy Assumptions 3.2 and 3.3, then so do f and 3.
However, we remark that g does not inherit the same form when g is in the form of
(4.23). Now consider the RPDE for i:

t
u(t,x) = uo(x)+/ Fs,x,@i(s, x), (s, x), 2,di(s, x)) ds
0
t
+ / g(s, x,u(s, x), oxu(s,x))dws, (,x)e€[0,T]xR. (5.11)
0

Proposition 5.6 Let Assumptions 3.2 and 3.3 be in force, . € C([0,T]), n >
2 even, and u € C([0, T] x R). Then u is a viscosity subsolution (resp., classical
subsolution) of RPDE (3.6) if and only if u is a viscosity subsolution (resp., classical
subsolution) of RPDE (5.11).

Proof The equivalence of the classical solution properties is straightforward.
Regarding the viscosity solution properties, we prove the if part; the only if part can
be proved similarly.

Assume that u is a viscosity subsolution of RPDE (5.11). For any (79, x9) €
0, T] x Rand ¢ € Agu(to, X0), put ¢(¢, x) = lj_%go(t, x). It is straightforward
to check that ¢ € Azi(to, xo). Then, by the viscosity subsolution property of i at
(to, x0),

~ . B 5 )
02 0% = [(10.30.6. 063 03.) = 75| 009 = S (10, 30.9. 0. 02,0) |.
0
This implies that u is a viscosity subsolution of RPDE (3.6). O

Remark 5.7 Let (f, g) satisfy Assumptions 3.2 and 3.3 and let u be a viscosity
semi-solution of RPDE (3.6).
(i) If u has polynomial growth, by choosing n large enough, we have

lim sup |i(t,x)| = 0. (5.12)

[¥|=>00 0<s<T
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(ii) If f is uniformly Lipschitz continuous in y, by choosing A sufficiently large
(resp., small), we have

f is strictly increasing (resp., decreasing) in y. (5.13)

In particular; f will be proper in the sense of Crandall et al. (1992).
5.4 Stability

The following technical lemma is for the stability result. Given (fy, x9) € [0, T) x R
and & > 0 small, put

D (to, x0) := [to. t0 + &) x Ox(x0),
0D (19, x0) = {(t, ) 11 € [t 10 + &1, |x = xol =g ort =19+ &7, x| < &}.

Lemma 5.8 Let Assumption 3.2 hold, let (ty, xo) € [0, T) xR, and let §y € (0, T —
to]. Assume that ¢ € Céj’ﬁ(D;]/3 (t0, x0)) for some large k and 0,90 = g(-, ¢, 0x@) in
0

D;FI/S (t0, x0). Define
0

¥t x,y,2) =[gC. 0+ ¥, 0@ +2) —g(, 0, :0)(t, x). (5.14)

Then there exists an gg € (0, 1] such that, for every € € (0, g9, there exists a function
Ye e Ci, ﬂ(D;L (t0, x0)) that satisfies the following properties:

¥’ = g, Y8, 0:¥°), ICYC =¢; (5.15)
[WE| + [0, ¢ | + |02, 9¢| < Ce? in D (1o, x0); (5.16)
YF (10, x0) < 0 < infy, copt o) ¥, X). (5.17)

Proof Without loss of generality, we let (¢9, xg) = (0, 0). Since our results are
local, without loss of generality, we can assume that ¢ € Cg’ ﬂ([O, T] x R). Let

1 € C®(R) be such that ((x) = x* for |x|] < 1 and ((x) = 0 for |x| > 2. For any
& > 0 small, consider the RPDE

t
Vit x) = 1(x) — & + &t +/ g% (s, x, Y&, 0,y °)dws. (5.18)
0
By Theorem 4.9, there exists a §; < 8 such that ¥¢ € C;{ﬁ([o, §1]xR) foralle <1

and

sup [[¥*ll4 < oco. (5.19)

e<1

The equalities in (5.15) are obvious. Now, we verify that ¢¢ satisfies (5.16) and
(5.17). Recall the fourth-order Taylor expansion in Lemma 2.9:

1
Vi) = Y SO0, 0x T, + Rat, x). (5.20)
<4

) Springer Open



Probability, Uncertainty and Quantitative Risk (2020) 5:7 Page 31 of 59

We claim that

94 (0,0) =24, 05'920,¥5(0,0) = O(1) for &y + £y =3,
IEYE0,0) =¢, 08°0,Y(0,0)=0(e), 322Y*(0,0) = O(e),
BfDullfa(O, 0) = O(&’) for all other terms such that £ + [v| < 4.  (5.21)

Further, note that, by (5.19), for every (¢, x) € 5: 0,0,
|R4(t, )| < C[t* + |x[1*"F < C[e¥* 4 £]*HF < Ce™P. (5.22)
Then, for (¢, x) € 5: (0, 0), plugging (5.21) and (5.22) into (5.20), we obtain

|W8(l,x)| < C[ Z |x|51ta€2 +8[t+tl+a+t1+2a]+85+84+ﬁ]
L1+E=4

< C[ Z ghit3ats +84] < Ce*.
L1+Er=4

Similarly, applying the third-order Taylor expansion of 9,1¢ and the second-order
Taylor expansion of 92 /¢, we obtain

Beye (0| < Ce®, 92,951, 0)| < Ce%, (1.x) € D, (0,0).
Thus we have proved (5.16).
To prove (5.17), let (¢, x) € dDZ (0, 0). By (5.20), (5.21), and (5.22),
24
Ut x) > et + Zx4 . C[ Z |x|61,a(£2+1) +8[t1+a +tl+2a] + +84+ﬁ].
) £14+6,=3

Note that in both, the case ¢ € [0, 83] and |x| = ¢ and the case t = &3 and x| < e,
we have et + %x”’ > ¢4, Hence

wé‘(t’ x) Z 84 _ C Z 851+3(¥(€2+1) _ C81+3(1+Ol) _ C85 _ C84+}3
0+0=3
1
when ¢ is small, thanks to the assumption that 3¢ > 1. Moreover, it is clear that

¥¥(0,0) = —&> < 0. Thus we have proved (5.17).
It remains to prove (5.21). First, by (5.18) it is clear that

YE0, x) = 1(x) — &>, PP (1, x) = &, (1, x) = g¥(t, x, ¥¥, 3 ¥®).(5.23)
By the first two equalities of (5.23), one can see that
¥e(0,0) =& <0, 34°(0,0) =24, 3'y*(0,0) =0, for1 < £ <3,
3°Ye(0,0) = &, 3'D,dPYe(0,0) =0for I < €+ [v] <2,
3V (0,0) = g(0,0, 9(0,0) — &, 3,¢(0, 0))
—2(0,0,9(0,0), 3:¢(0,0)) = O(&). (5.24)
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All terms above satisfy (5.21). The remaining derivatives involved in (5.20) take the
form

3Dy (0,0) = 3, Dy ¢, ¥°, 0¥ )| om0 1 S L+ VI3 (529)
Note that
[0:Dug?1C, ¥, ¥ )]| 0.0 = [0:DPvg?1(0,0, =%, 0) = O(e”). (5.26)
Then (5.25) becomes
IEDydu Y (0,0) = 3EDy[8(0, 0, ¥¥ (0, x), ¥ (0, x))]| ., + O(£05.27)
= 0;D,[g(0.0. (0, 0) + ¥*(0, x), 3x¢(0, 0) + 3 ¥* (0, 0))]| _, + O ).

Thus the derivatives are combinations of terms involving the derivatives of g
with respect to (y, z), which are all bounded by our assumption, and the deriva-
tives of (Y%, 9,¢¥°). By a tedious but quite straightforward computation of the
derivatives, we obtain from (5.24) and (5.27) with the abbreviation n(0) :=
n(0, 0, ¢(0, 0), 3, (0, 0)) for any function 7,
3P, (0,0) = dyg(0)e + O(e%), 3232y (0,0) = |3,8(0)>e + O(&),
351929,9(0,0) = 24[0,2(0)]2! + O(e%) for €1 + €5 = 3,

and all other terms either contain afw (0,0) = 0 forsome 1 < £ < 3, or
dLD, 3¢y (0,0) = 0 for some 1 < £ + |v| <2, or

[0, Dug?1C ¥, 3 ¥ )]y~ 0.0) = O )

for some £ + |v| < 3. We thus prove (5.21) for all the cases, and hence complete the
proof of the lemma. O

Theorem 5.9 (Stability) Let Assumption 3.2 hold and ( f,)n>1 be a sequence of
functions satisfying Assumption 3.3. For eachn > 1, let u,, be a viscosity subsolution
of RPDE (3.6) with generator (f,, g). Assume further that, for some functions f and
u,

im [fu — f1t, %, y,2,y) =0 and  lim [u, —ul(t,x) =0 (5.28)

locally uniformly in (¢, x,y,z,y) € [0, T] x R* Then uis a viscosity subsolution of
(3.6).

Proof By the locally uniform convergence, f and u are continuous. Let (7, x9) €
0,T] x R and ¢ € Agu(to, x0). We apply Lemma 5.8 at (19, xo), but in the left
neighborhood

Dy (1. x0) = (to — &, fo] x O (xo), (5.29)
ID; (10, x0) = (1, x): (to — &>, 0], [x —xo| = e ort =19 — &, |x| < &}.

We emphasize that, while for notational simplicity we established Lemma 5.8 in the
right neighborhood D/ (19, xo), we may easily reformulate it to the left neighborhood
by using the backward rough paths introduced in (2.12). By Remark 5.4, we may

) Springer Open



Probability, Uncertainty and Quantitative Risk (2020) 5:7 Page 33 of 59

assume without loss of generality that ¢ € Céj’ ﬁ([O, T] x R) for some large k. Then,

for any ¢ > 0 small, by Lemma 5.8, there exists ¥° € Ci’ﬁ(Da_ (t0, x0)) such that
the following holds:

0¥’ = g%, ¥, 0y, PPt =g
[We |+ 109 f| + 192, | < Ce? in D (10, Xo); (5.30)
Ve (to, x0) <0 <infi, \\cop=(oug) ¥ (5 X)-

This together with setting ¢° := ¢ 4 ¢ yields
sup [[u — ¢°1(t,x)] <0 < [u — ¢°1(t0, X0). (5.31)

(t,x)€d Dy (t0,x0)

Since u” converges to u locally uniformly, we have, for n = n(e) large enough,

sup [[un — °1(z, x)] < 0 < [u, — ¢°1(t0, x0).
(t,x)€d Dy (ty,x0)

Then there exists (¢, x;) = (7, x!') € D, (t, xo) such that

[un — (Ps](tsa xg) =0= max _ [[”n - 908](% )C)]
[t0*53sfe]><0£(x0)

Note that
aw(pé? = 80)(10 + awlﬂg = g(v (pv ax§0)
+ [gC. o+ ¥°, 0o + ¥®) — g(, 9. 0:0)] = g(-, ¢°, 9x9").

Then ¢° € Agun(ts, Xx¢). By the viscosity subsolution property of u,,
atw(pg(té‘v -x&‘) - fn(’ (pgv ast’ a)%x(pg)(té‘s xé‘) E O
Fix n and send ¢ — 0. Then, by the convergence of /¢ and its derivatives,

3C@(to, X0) — fal- @, Bx0, 32,90) (10, X0) < 0,

Now, by sending n — oo, we get 9°¢(to, x0) — f (-, ¢, 0x¢, E)fX(p)(to, x0) <0, ie.,
u is a viscosity subsolution of (3.6). O]

6 Viscosity solutions of rough PDEs: comparison principle

Let

u1 be a viscosity subsolution of RPDE (3.6),
uy be a viscosity supersolution of RPDE (3.6),
u1(0, ) <u3(0,-), and u, uy have polynomial growth in x. 6.1)
Our goal is to show that u; < us on [0, T] x R.
When both u; and u, are smooth, u := u; — uy solve a linear RPDE. Then the

function F corresponding to this linear RPDE becomes linear, see (7.30) below. Thus,
by using the representation formula (7.31)—(7.32) below, one can show that 1 < u».
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6.1 Partial comparison principle

Here, we assume that at least one of the functions #1 and u, is smooth. We need the
following result (cf. Lemma 5.8).

Lemma 6.1 Let Assumption 3.2 be in force. Let ¢ € Cs’ﬁ([O, T] x R) for some
large k. Let 0,90 = g(-, ¢, 0xp) on [0, T] x R. Forany0 <ty <T,0 <46 <T — 1y,
and ¢ > 0, recall (5.14), and consider the RPDE

t

Yo, x)=¢e+t—1+ / g%(s, x, ¥, 0, ¢¥®)dws, [t0, t0 + 6] x R. (6.2)

fo

Then ¢ € Ciﬁ([to, to + 8] x R) with ||¢8||C§,ﬁ([10710+8]XR) < C, where C depends

only on g and ¢, but not on ty, €, and 8. Moreover, Y¢ satisfies

¥t = g2(-, V&, 8Y®),  BPYE =1,
|| 4 109 F | 4 102 9F| < Cle + 8% in [1o, to + 8] X R, (6.3)
inﬂg ve(t,x) >0 forallt € (ty, to + 8.
xXe

Proof The uniform regularity of ¥° and the first line of (6.3) are clear. Note
that ¥ (f9, x) = ¢, 0¥ (fp, x) = O, fol/f"’"(to, x) = 0. The second line of (6.3)
follows from the Holder continuity of the functions in terms of 7. Moreover, since
g%(t,x,0,0) =0, we may write itas g (¢, x, ¥°, 0, ¥®) = o (¢, x)Yé+b(t, x) 9 Yt,
where o and b depend on . Then we may view (6.2) as a linear RPDE with coeffi-
cients o and b. Thus, by (7.31)—(7.32), we have a representation formula for ¢. The
uniform regularity of ¥¢ implies the uniform regularity of o and b, which leads to
the third line of (6.3). O

Theorem 6.2 Let Assumptions 3.2 and 3.3 and (6.1) be in force. If one of u1 and
up isin Cg’ﬁ([O, T] x R) for some large k, then u; < us.

Proof For the sake of a contradiction, assume that [u1 — u2](#, xo) > 0 for some
(t0, x0) € (0, T] x R. By Remark 5.7 (i), without loss of generality we may assume
both # and u; satisfy (5.12). Put

cs = sup [ug — uz](t, x), 8o :=inf{§ > 0:cs > 0}
(1,x)€[0,8]1xR

Then c¢; is nondecreasing in §, cop < 0 < ¢y, and thus §¢ < fp. Forany 0 < § < #p—4o,
¢so+5 > 0. By (5.12) and since u(0, -) < 0, there exists (5, xs) € (8o, do + 5] x R
such that (u1 —u2) (5, xs) = c5545. Set & := c5y45 A 5%P, Applying Lemma 6.1 with
@ := up on [§p, ts], but again backwardly in time, we have ¢ satisfying

Veits, x) =¢, 0y =1, inIf&W(So,X) >0,
xXe
[WE]+ 18 Y| + 197, ¥°| < C8°F in 1o, 15] x R.
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Define ¢® := us + ¥°. Note that [u1 — ¢®](t5, x5) = 0 > sup,glu; — ¢°1(0, x).
Then there exists (¢5, x3) € (80, ts] x R such that

(1 — ¢°1(t5, x5) =0 = sup  [ug — @°1(t5, x§).
(z,x)e[éo,zg‘]xR

By the definition of g?, it is clear that d,¢° = g(-, ¢%, 0x¢®). Then ¢° €
A ui(t5, x5). Thus, by using the classical supersolution property of u; and the
viscosity subsolution property of u1, we have

(0002 = £, B, 32,000 5, )
=02 (070" = FCo " ™. 0205 | 65 5.
Now, at (13, x5), we have
L= 09" —9uz < £ 9%, 8c9", 93,0°) — f (2, Byua, 33 u2)
= [+ 107 + 102,971 < €8,
which is an obvious contradiction when § is small. O
Remark 6.3 When g is independent of y, we can prove Proposition 6.2 much eas-

ier without invoking Lemma 6.1. In fact, in this case, assuming to the contrary that
(u1 — u2)(ty, x9) > 0 for some (tg, xg) € [0, T] x R. Then

c = sup  [ug —u2](t, x) = [y — uz](to, xo) > 0.
(t,x)€[0,10] xR

By (5.12) and [uy — u3](0, ) < 0, there exists (t*, x*) € (0, to] x R such that

[ur —u2l(t*, x*) =c:=  sup  [ug —u2l(t,x) > [u; — uz)lto, x9) > 0.
(t,x)€[0,] xR

Define ¢ = uy + c. Since g is independent of y, we have

O0w® = Oplty = g(t, x, 0xun) = g(t, x, 0x).
Then one can easily verify that ¢ € A,u;(t*, x*). Moreover, by Remark 5.7 (ii), we
can assume without loss of generality that f is strictly decreasing in y. Now it follows
from the classical supersolution property of uy and the viscosity subsolution property
of uy that, taking values at (t*, x*),

0 uz — f(uz, deuz, 9yu2) = 0 = 399 — [0, 0c0, 95,0)
= 8%us — (-, up + ¢, dyua, 82, u2),

which is the desired contradiction since f is strictly decreasing in y.
The following comparison result follows immediately from Theorem 6.2.
Corollary 6.4 Let Assumptions 3.2 and 3.3 and (6.1) be in force. If RPDE (3.6)
has a classical solution u € C{;,ﬁ([o, T] x R) for some large k and ui(0,-) <

u(0, ) < uy(0,-), then uy < u < up. In particular, u is the unique solution in the
viscosity sense.
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6.2 Full comparison

We shall follow the approach of Ekren et al. (2014). For this purpose, we strengthen
Assumption 3.2 slightly by imposing some uniform property of g in terms of y.

Assumption 6.5 The diffusion coefficient g belongs to cﬁ?g“([o, T] x R3) for

some ko large enough, and

(i) 0.8 € C'5 (0. T] x BY),

(i) fori =0, ..., ko and z € R, 9ig(-,2),0ig(-.2) € c{j}g"([o, T1 x R?) with
1858, ) llkg—i + 1858, D) llkg—i < CL1 + |2[].

We remark that, under Assumption 3.2, all the results in this subsection hold true
if we assume instead that 7 is small enough.

Given an initial condition u(, motived by the partial comparison, we fix a large k
and define

u(t,x) = inf{w(t,x) T € H} u(t, x) ;= sup {(p(t, X):p€ Q}, (6.4)
where

U:={p e L°([0, T] x R) : caglad in #, with polynomial growth in x,
00,)=up,andI0 =1y < --- < t, = T such that
¢ €Chy((timr ] xRy fori = 1,..,n},
U= {(p €U : Ag; >0, @ is aclassical supersolution of
RPDE (3.6) on each (i1, 11},
U = {(p e U : Ag; <0, @is a classical subsolution of
RPDE (3.6) on each (i1, 11} (6.5)
Lemma 6.6 Let Assumptions 6.5, 3.3, and 3.4 hold. Then U, U + 0.
Proof We prove U # (¥ in several steps. The proof for U is similar.
Step 1. Put O :=R>x {z € R: [z| < 1}. Then g € C4([0, T] x Q1) and let N
denote its kg-norm. Under our strengthened conditions in Assumption 6.5, it follows

from the arguments in Proposition 4.1 that there exist 8y, Cy, depending only on Ny,
such that

©° € 7510, 801 x Q13 RY) with @]y, = Co, (6.6)

where @? () := ©,(8)—6. Moreover, for a possibly smaller §o > 0, again depending
only on Ny, we have

X (x,y,0) > 1/2 forall (¢, x,y) € [0, 5] x R2. 6.7)

) Springer Open



Probability, Uncertainty and Quantitative Risk (2020) 5:7 Page 37 of 59

Step 2. Recall (4.11) and put
f(t, y) = sup F(¢t,x,y,0,0)

xeR

0xZi(x,y,0
= sup f(t, O (x, y,0), M
xeR 8XXI‘(-X7 yvo)

By Assumption 3.3, (6.6) and (6.7) yield, for all (¢, x, y) € [0, do] x R2,

0xZi(x,y,0)
0 X (x,y,0)

t
) exp(—/0 0y g(s, O4(x, y,O))dws).

|F(t7-xv yvos O)' S Cl[l + |Yl(-xv y70)| + |Z[()C, ys
< Cil1 + |yl

where C depends on Ny and the K¢y and L in Assumption 3.3. Then |f(t, V)| <
C1[1 + |y|]. Moreover, it is clear that F(z, x, y, 0, 0) is differentiable in y. How-
ever, due to the exponential term outside of f, in general 9, F (¢, x, y, 0, 0) may not
be bounded, and we can only claim that [0, F (¢, x, y,0,0)] < C{[1 + |y|]. By the
regularity of £, it is clear that F is continuous in 7. Let F be a smooth mollifier of F
such that

F<F<F+1, |[Fe,)I<Cill+Iyll, [8,F, )| <Cill+]yll. (6.8)

Set K1 := |uollece€!T for the above C;. We see that I:”(t, y) is uniformly Lipschitz
inyon [0, §o] x [-K1 — 1, K1 + 1]. Let ¢ be a smooth truncation function such that
t(x) = x for |x] < Ky, t(x) = sign(x)[K; + 1] for |x| > K1 + 1, and [¢(x)] < |x|
for all x. Now consider the ODE

t
7, = luollos + fo Fs, (F))ds, 0=t <8, 69)

Clearly, (6.9) has a solution i € C*°([0, 80]). Since |F(s L) = Cill + eI =
Cill + |11 [¥,] < luollooe€" < Ki fort < 8. Thus t(¥,) = ¥, and

V. = luollso + fo Fs.¥ods. 0<1 <5 6.10)

Abusing the notation by letting ¥ (¢, x) := ¥ (¢), we have
0¥, =0, &, =0, 859, =0,
0V, x) = FU, ) = Ft,¥,) = Ft,x, %, 0.9, 05, 9),
ie., E is a classical supersolution of PDE (4.10)—(4.11). Thus (4.9) becomes
O (x) 1= O (x, Y(t, ), Y (1, X)) = O, (x, ¥, 0)
in this case. By (6.7), for any ¢ € [0, §p], x )A(t (x) is invertible. Put
90,x) == up(x), @t x) := LX), 1 € (0,8].

Then Agy(x) > 0,9 € Ck ((0 d0] x R), and by Theorem 4.4, ¢ is a classical
supersolution of PPDE (3. 7) on (0, 80] x R.

Step 3. Let o be as in Step 1. We emphasize that 5y depends only on Ny, in
particular not on ||up|lcc. Let 0 = o < -+ < t, = T be a partition such that
ti —ti—1 <&p,i =1,...,n By Step 2, we have a desired function ¢ on [fg, #;] x R.
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In particular, @(¢#1, -) is bounded. Now consider RPDE (3.6) on [#, 2] with initial
condition @ (#1, -). Following the same arguments, we may extend @ to [fg, f2] such
that Ap(t1,-) > 0,9 € Cg’ﬁ((tl, 1] xR), and  is a classical supersolution of RPDE
(3.6) on (t1, 2] x R. Repeating the arguments yields the desired ¢ on [0, T] x R, i.e.,
peu. O

Now, by Theorem 6.2 and Proposition 5.2, it is clear that
u <. (6.11)

We next establish the viscosity solution property of # and u. We shall follow the
arguments in Theorem 5.9, which rely on the crucial Lemma 5.8.

Lemma 6.7 Let Assumptions 6.5, 3.3, and 3.4 hold.

(i) u (resp. u) is bounded and upper (resp. lower) semi-continuous.

(ii) Moreover, if u (resp., u) is continuous, then u (resp., u) is a viscosity
supersolution (resp., viscosity subsolution) of RPDE (3.6).

We remark that it is possible to extend our definition of viscosity supersolutions
to lower semi-continuous functions. However, here (i) shows that u is upper semi-
continuous. So it seems that the continuity of u in (ii) is intrinsically required in this
approach.

Proof By the proof of Lemma 6.6, u is bounded from above. Similarly, u is
bounded from below. Then it follows from (6.11) that # and u are bounded.

We establish next the upper semicontinuity for u. The regularity for u can be
proved similarly. Fix (z,x) € [0, T] x R. For any ¢ > 0, there exists ¢, € U such
that ¢ (7, X) < (7, X)+¢. By the structure of I/, it is clear that ¢, > won [0, T] x R.
Assume that ¢, € U corresponds to the partition 0 =ty < --- < t, = T as in (6.5).
We distinguish between two cases.

Case 1. Assume 7 € (fi_1,t;) for some i = 1, ..., n. Since @, is continuous
in (ti_1,t) x R, there exists § > 0 such that |¢.(¢, x) — @¢(f,X)| < & whenever
|t —t| + |x — x| < §. Then, for such (z, x),

u(t,x) < @e(t, x) < @ (£, %) + & <u(t, x) + 2e.

This implies that  is upper semi-continuous at (7, X).

Case 2. Assume 7 = t; for some i = 0, ..., n. By the same arguments as in
Case 1, for any ¢ > 0, there exists § > 0 such that u(z, x) < u(f,x) + 2¢ for all
(t,x) € (t; — 8, ;] x Os5(x). To see the regularity in the right neighborhood, assume
for notational simplicity that 7 = 0. Let F be as in the proof of Lemma 6.6. Consider
the following ODE (with parameter x):

t
v(t,x) = ¢:(0,x) + / ﬁ(s, v(s, x))ds. (6.12)
0

By the arguments in Section 4.4, there exists a §o > 0 such that (6.12) has a classical
solution v € Ci:%([o, 8ol x R), which clearly leads to a classical supersolution u €

ng ﬂ([O, do] x R) of the original RPDE (3.6) with initial condition ¢, (0, x). Now
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consider RPDE (3.6) on [8p, 7] with initial condition u(§p, -). By the arguments in
Lemma 6.6, there exists a ¢, € U such that @ (r, x) = u(t, x) for (¢, x) € [0, 8] x R.
Then u < u on [0, §p] x R. Now by the continuity of u, there exists a § < §p such
that, whenever |t| + [x — X| < 4,

u(t,x) <u(t,x) <u0,%) + & =¢:(0,x) + & <u0,x) + 2,

implying the regularity in the right neighborhood, and thus u is upper semicontinu-
ous.

We finally show that u is a viscosity subsolution provided it is continuous. The
viscosity supersolution property of u follows similar arguments. Fix (7, xo) €
(0, TIxR.Letg € Agg(to, x0). Forany e > 0,let (0D, (t, x0), ¥°) be asin (5.29)—
(5.30). By definition, there exists a u, € U with u(ty, x9) —u(t9, x0) < —¥(to, x0)-
Let ¢® := ¢ + %, 0D, := dD_ (to, x0). Then

¢° (10, x0) = u(to, xo) + ¥* (to, x0) < us(t9, xo and

inf  [¢° —ul@,x)> inf [u+¥® —ul(@,x)> inf Y@, x) > 0.
(t,x)ed Dy (t,x)€edDg (t,x)€dDg

follow. Thus there exists a (¢, x¢) € (o — &3, 1] x O, (x0) such that

[‘Ps —ugl(te, x) =0 = inf [fﬂg —ugl(t, x).
(t,x)€ltg—83,1:1x O¢ (x0)
Then ¢ € Agus (s, x¢). Since u, is a classical subsolution, hence a viscosity subso-
lution, L¢?®(t, x;) < 0. Sending ¢ — 0 yields Lo(ty, xo) < 0, i.e., u is a viscosity
subsolution. O

Theorem 6.8 Let Assumptions 6.5, 3.3, and 3.4 hold. Let (6.1) be in force with
u1(0, ) < ug < uy(0, -). Assume further that

7= u. (6.13)

Then uy <u = u < up and u is the unique viscosity solution of RPDE (3.6).

Proof By Lemma 6.7 and (6.13), it is clear that ¥ = u is continuous and is a
viscosity solution of RPDE (3.6). By Theorem 6.2 (partial comparison), u#; < u and
u < uy. Thus (6.13) leads to the comparison principle immediately. O

Remark 6.9 The introduction of u and u is motivated from Perron’s approach in
PDE viscosity theory. However, there are several differences.

(i) In Perron’s approach, the functions in U are viscosity supersolutions, rather
than classical supersolutions. So our u is in principle larger than the counterpart
in PDE theory. Similarly, our u is smaller than the counterpart in PDE theory.
Consequently, it is more challenging to verify the condition (6.13).

(ii) The standard Perron’s approach is mainly used for the existence of viscosity
solution in the case the PDE satisfies the comparison principle. Here we use u and u
to prove both the comparison principle and the existence.

(iii) In the standard Perron’s approach, one shows directly that u is a viscosity
solution, while in Lemma 6.7 we are only able to show u is a viscosity supersolution.
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The condition (6.13) is in general quite challenging. In the next section, we
establish the complete result when the diffusion coefficient g is semilinear.

7 Rough PDEs with semilinear diffusion

We study RPDE (3.6) and PPDE (3.7) in the case that g is semilinear, i.e.,
gt,x,y,2) =0(t,x)z+ go(t, x, y). (7.1)

We employ the following assumption.

Assumption 7.1 ¢ € Ci‘fﬁ([o, T]1xR) and gy € sz’ﬂ([o, T x R?) for some
large k.

Clearly, Assumption 7.1 implies Assumption 6.5. Note that in this section, we
obtain a global result. Thus, we require that go and its derivatives are uniformly
bounded in y as well.

7.1 Global equivalence with the PDE

Here, (4.1) becomes

t
X (x) =x —/ o(s, Xs(x))dwy,
0

t

Yt(-x’ y) = y+/(; gO(S,Xs(.X), YS(-xa y)) da)Sa (72)

where X (resp., Y) depends only on x (resp., (x, y¥)), and
t
Z,(0) = z+/ [zs(e)[axo(s, X5 (x)) + dygo(s, Xs(x), Ys(x, y))]
0

+eg0(s, X, (), Ys(x, ) | dao,

where 0 = (x, y, z). By Lemma 2.13, we have, omitting the variable 6,
t
r
Z =T+ f L o g0(s. X, Yy) dav,. (1.3)
0 Fs
where I'; := exp (f(;[axa(s, X;) + 0y80(s, Xy, Y5)ldwy).

Lemma 7.2 Let Assumption 7.1 hold.
(i) RDE (7.2) has a classical solution (X, Y) satisfying
X—xeChy(0.TIxR), Y —yeCsz(0,T]xR?). (7.4)
(ii) There exists a ¢ > 0 such that
3 X, (x) =exp ( — [ B0 (s, Xs(x))dws) > ¢

t (7.5)
0, Yi(x, 3) = exp (g dyg0(s, X (0, Y5 (3, y) deoy ) = .
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(iii) For each t, the mapping x +— X;(x) has an inverse function X;l (+); and for
each (t, x), the mapping y — Y;(x, y) has an inverse function Yt_1 (x, ).

We remark that the proof below uses (7.5). One can also use the backward rough
path in (2.12) to construct the inverse functions directly. This argument works in
multidimensional settings as well (Keller and Zhang 2016).

Proof (i) follows directly from Lemma 2.15, which also implies

t
Ox X;(x) = 1_/ 0x0 (5, X5(x))0x X (x) dwy;
0

t
B, Y,(x.y) = 1 + / 3,80(s. Xy (0). Ye(x, )3y Ve (x. y) dav.
0

Then the representations in (7.5) follow from Lemma 2.13. Moreover, set X =
X —x € c{;ﬂ([o, TIxR) and 6(t,x) = o, X;(x)) = o(t,x + X,(x)).
Then, by the uniform regularity of o, sup,cr [0(-, x)[lx < C. This implies that
f(; 0505 (X5 (x))0x X5 (x) dws is uniformly bounded, uniformly in (¢, x). Therefore,
we obtain the first estimate for 0, X in (7.5). The second estimate for 0,Y in (7.5)
follows from the similar arguments.

Finally, for each ¢, the fact 9, X;(x) > ¢ implies that x — X;(x) is one to one
and the range is the whole real line R. Thus Xf] : R — R exists. Similarly, one can
show that Y[l (x, ) exists. O

One can easily check, omitting (x, y, z) in X;(x), Y;(x, ), Z:(x, y, 2),

0yY 3. Y . Y
OXr =00 80X, =00 Zi=gyxatggs %Zi= gy
= M M — 8-Y}'Yf3XXf_athangt 3xth3xX:—3th3§XX;
WZi=35%+ 5% Wl = @ X0)? at @ X0)? :
and then (4.11) becomes
0,Y; oY, 9,Y;
F(t3x7yvzsy) = f<t7X7Yf1 2 Z ) )/ (7'6)
3,Y; P XT T 0eX, T (0cX0)?

+

dyy Yy 2 20y, Y9 X, — ayl/,a,%xx,Z 32, Y9, X, — athangt)
(9: X1)? (9 X1)? (9 X1)?

Under our conditions, F' has typically quadratic growth in z and is not uniformly
Lipschitz in y. Moreover, the first equality of (4.8) becomes

(t, x) = Y7 (e, u(r, X, (x))) oru(t, x) = Yo (X' (x), v(r, X, ' (). (7.7)
By using similar arguments as in Section 4.2, we obtain the following result which

is global in this semilinear case.

Theorem 7.3 Let Assumptions 7.1 and 3.3 hold. Let u € Cg’ﬂ([O, T] x R) and let

v E Cﬁ:%([o, T] x R) satisfy (7.7). Then u is a classical solution (resp., subsolution,
supersolution) of RPDE (3.6)—(7.1) if and only if v is a classical solution (resp.,
subsolution, supersolution) of PDE (4.10)—(7.6).
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The next result establishes equivalence in the viscosity sense.

Theorem 7.4 Let Assumptions 7.1 and 3.3 hold. Assume that u, v €
C ([0, T] x R) satisfy (7.7). Then u is a viscosity solution (resp., subsolution, super-
solution) of RPDE (3.6)—(7.1) at (ty, xo0) € (0, T] x R if and only if v is a viscosity
solution (resp., subsolution, supersolution) of PDE (4.10)—(7.6) at (1, X,El (x0)).

Proof We prove the statement only for supersolutions. First, we prove the if part.
Letxo := X, ! (x0) and v be a viscosity supersolution of PDE (4.10)—(7.6) at (#o, Xo).
Lety € jgu(to, xo) with corresponding &g. Define

Yt x) =Y, (x, 0, X, (1)), LenYi(x, Y2, %) = ¢(t, X, (x)).  (7.8)

It is clear that ¥ (t9, Xo) = v(fy, Xo). By the continuity of X, there exists a § > 0
such that X, (x) € Os,(xo) for all (¢, x) € Ds(to, Xo). By the same arguments as for
4.7), 3, = 0. Moreover, for (¢, x) € Ds(ty, Xo), since ¢ € Zgu(t(), Xp), we have
o(t, X;(x)) <u(t, X;(x)). By Lemma 7.2, the mapping y — Y;(x, y) is increasing.
Thus Y ! is also increasing and ¥ (¢, x) < v(t, x), i.e., ¥ is a test function for v at
(t9, x0) and

VY (to, %) = F(to, %o, ¥ (to, %o), ¥ (to, %0), 35, ¥ (t0, %o)). (7.9)
By the derivation of F, this implies

3¢(to, x0) = f(t0, X0, 9(to, X0), dx¢(t0, X0), 32, @ (t0, X0)), (7.10)

i.e., u is a viscosity supersolution at (¢y, x0).

For the opposite direction, assume that u is a viscosity supersolution of RPDE
(3.6) at (19, x0). For ¥ € Agyv(to, o) corresponding to g = 0, define ¢(z, x) =
V(X' ), (@, X' (x))), which still implies ¥, (x, ¥(1,x)) = o(t, X;(x)). By
similar arguments, (7.9) follows from (7.10). L]

Remark 7.5 In the general case, there are two major differences:

(i) The transformation determined by (4.8) involves both u and oy u, i.e., to
extend Theorem 7.4, one has to assume that the candidate viscosity solution u is
differentiable in x.

(ii) The transformation is local, in particular, the § in Theorem 4.5 depends on
|I8§xu||oo, i.e., unless ngu is bounded and the solution is essentially classical, we

have difficulty to extend Theorem 7.4 to the general case, even in just a local sense.
7.2 Some a priori estimates

Here, we establish uniform a priori estimates for v that will be crucial for the com-
parison principle of viscosity solutions in the next subsection. First, we estimate the

L°-norm of v.

Proposition 7.6 Let Assumptions 7.1, 3.3, and 3.4 hold and f be smooth. Assume
further that v € Ci:g([O, T] x R) is a classical solution of PDE (4.10)—(7.6). Then
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there exists a constant C, which depends only on the constants Ko, Lo in Assump-
tion 3.3, and the regularity of o, go in Assumption 7.1, but does not depend on ug or
the further regularity of f, such that

v(t, )| < e“[lluolloc + Ct]. (7.11)
Proof First, we write (4.10)—(7.6) as
v = af(t, x)a)%xv + b(t,x)ov+ F(t,x,v,0,0), where

a(t,x) := a(t, x, v(t, x), 9, v(t, x), 2 v(t, x)),
b(t, x) := b(t, x, v(t, x), dv(t, x), 92 v(1, x)),

1
a(t,x,y,z,y) := / 0y F(t,x,y,1z,ly)dl,
0

1
l;(t,x, V,2,Y) = / 0, F(t,x,y,lz,ly)dl.
0

Since v is a classical solution, a and b are smooth functions. Reversing the time by
setting ¢(¢, x) := (T —t, x) for ¢ = v, a, b, F, we have

304 a(t, x)02 0+ b(r,x)0,0+ F(t,x,0,0,00 =0, (T, x) = up(x).

Let B be a standard Brownian motion. Consider the SDE
t t
X, =x+ / b(s, X)ds + / ~v2a(s, X;)dBs. (7.12)
0 0
Then ¥, := (¢, X,) solves the BSDE

T T
Y, =u0(XT)+/ F(s, X,, Y5, 0, O)ds—/ Z,dB;.

t t

. 82, Y10 X, —8,Y,02.X
Since F(1,x,y,0,0) = gl f (1. X Yi, gigh, 250t we have

|F(t,x,y,0,0)] < C[1+|yl] (7.13)
following from Lemma 7.2. Then, by standard BSDE estimates,
(T, x)| =[50, )| = |¥o| < e [lluollo + CT],

which yields (7.11) for t = T. Along the same lines, one can prove (7.11) for all
t > 0. O

Remark 7.7 (i) We are not able to establish similar a priori estimates for 0 v.
Besides the possible insufficient regularity of ug, we emphasize that the main diffi-
culty here is not that F has quadratic growth in z, but that F is not uniformly Lipschitz
continuous in y. Nevertheless, we obtain some local estimate for 0xv in Proposi-
tion 7.9, which will be crucial for the comparison principle of viscosity solutions
later.

(ii) To overcome the difficulty above and apply standard techniques, Lions and
Souganidis (2000a, (1.12)) imposed technical conditions on f in the case f =
fzp):
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v 0y f + 20, f — f is either bounded from above or from below. (7.14)

This is essentially satisfied when f is convex or concave in (z,y). Our fin (7.15)
below does not satisfy (7.14), in particular, we do not require f to be convex or
concave in z. See also Remark 7.13.

The next result relies on a representation of v and BMO estimates for BSDEs with
quadratic growth. For this purpose, we restrict f to Bellman—Isaacs type with the
Hamiltonian

f, x,y,z,y) = sup inf [éaj%(t,x,e)y +bys(t,x,e)z

e1€E] ercEy

+fo(tx, v, 0p(,x, €z, e)], (7.15)

where E := E; x E» C R2 is the control set and e = (e1, e2).

Assumption 7.8 (i) oy, by € C%([0, T1 x R x E) are bounded by Ko, uniformly
Lipschitz continuous in x with Lipschitz constant Lo, and oy > 0;

(ii) fo € CO0, T] x R3 x E) is uniformly Lipschitz continuous in (x, y, z) with
Lipschitz constant Ly, and fo(t, x, 0, 0, e) is bounded by K.

Assumption 7.8 obviously implies Assumption 3.3.

Proposition 7.9 Let Assumptions 7.1, 7.8, and 3.4 hold, and (g, f) take the form
(7.1)~(7.15). Assume that v € C*9 3((0, T] x R) is a classical solution of PDE (4.10)-
(7.6). Then there exist constants 50 > 0 and Cy, which depend only on Ky and L in

Assumption 7.8, the regularity of o and g¢ in Assumption 7.1, and ||ugll s, but not
on the further regularity of f and ug, such that

[0xv(t, x)| < Coll + ||0xuollec] forall (t,x) € [0, do] x R. (7.16)

Proof Under (7.1) and (7.15), (4.11) and the equivalent (7.6) becomes

F(t,x,y,z,y) = sup inf [%&%(r,x,e)y—}-l;f(t,x,e)z

e1€E; ereEy

Rt x. . 64(t.x, e)z, e)], (7.17)

where, omitting (x, y) inX;(x) and Y;(x, y),
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A Gf(tv Xl"e) ~ bf(ti th e)
Gr(t,x,e) = L2227 pet,x,e) =11
/ 0. X, / 0, X,
1 32, Y, Y, 9 x
F t’ s Vs & = _AQ: tv ) 2 2 A2' tv ) ki _Lt
01X, 2,2, €) 1= 07 x5 L+ O % Ol T ax,
1 R
+ PG fo(t, X1, Yr, 0yYiz + 64(t, x, )0, Y, €)
yLt
02 Y0, X, — 0, Y, 02 X, =~ 9, Y,
A2 xxtt9%x At X 1% x At x Lt
3 t’ ) b t, N .
+ooptxe 20,70, X, thri x5y

By (7.5), we have, again omitting (x, y) in X;(x), Y;(x, y),

t
32 X, = —axXt/ 32 0 (s, X) 9, Xsdaws,
0
t
NY = 8y, /0 32,80(s. Xy, Y)dyYydo,

t
RV =0, /0 [07,80(s, Xy, Y0)0x X5 + 93,80(s, Xy, Y5) 0y Ysldws.

Then, by (7.4) we can easily verify that

&f, by, and Fy(-,0,0, ) are bounded, [8,67| < C, |d:b| < C,
[0:Fo(, x, y, 2)| = C[1+ p(®)lz]], (7.18)
0x Fo(t, x, y, )| + 19y Fo(t, x, y, 2)| < CI1+ || + |z| + p(0)]z[*],

where p > 0 is a continuous function with p(0) = 0. Here, for notational simplicity,
we are assuming the relevant functions are differentiable, but actually we only need
their uniform Lipschitz continuity.

Now, let B be a standard Brownian motion and £ = & x & be the
set of F8-progressively measurable E-valued processes. Fix § > 0 and define
o(t,x,y,z,e) =9 —t,x,y,2,e) forp = &f, 5f, Fy. For any e € &, introduce
the following decoupled FBSDE on [0, 4]:

t t
X =x+ / l;f(s, XS, eg)ds + / ar(s, Xy, es)d By:
LR 0 5 (7.19)
V¢ = up(Xf) +/ Fo(s, X8, V¢, 28, e5)ds —/ Z¢dB;.
t t

By Zhang (2017, Theorems 7.2.1, 7.2.3), there exist constants ¢, Cp, depending on
luolleo and || £ (-, 0, 0, )||o (the bound of | f (¢, x, 0, 0, €)]), such that

8
1%l < Co. E[ exp (<o /0 |22 %ds) | < Co < oc. (7.20)
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Differentiating (7.19) with respect to x yields

t t
VXS = 1+/ axéfvxfdwf 30 VX dBy;
0 ‘ 0
)
V¢ = deug(XV A + / |0 Fov s + 0, Fov s + 0. Fo Z¢ |ds
t
8 -
- / VZdB,.
t
This implies

§
VY = E[rgaxuo(xa)vxg +/ r¢o, Fovx,edt],
0
where I'¢ := exp ([, azﬁodés + [y[dyFo — 319 Fol?1ds). By (7.18),

t
E[|r¢ | exp (4 9. Fod B, +/ (43, Fo —2|8ZF0|2]ds)]
0 0

t

t t
- exp @] 9 Fost—16/ |azF0|2ds+/ [4ayFo+14|azF0|2]ds)]
0

(E[ p(S/ 9, Fod B —32f 19, F0|2ds)]

1

E[exp (/0 (89, Fo + 28|<’9zﬁo|2]ars)])7

IA

= (E[exp (/Ot[sayﬁo + 28|82F0|2]ds)]>%
1

8 1
= (B[ exp (C/0 [+ 11+ 1201+ 012 + 0122 P1ds)])

Set 8o > 0 small enough so that C[p(8y) + p(80)*] < %0 Then, for § < §p, by
(7.20), we obtain E[|Ff|4] < Cy, and, by the second line of (7.18), it is clear that

E[Sup0§t§8 |V'Xte|4] < Cyp. Thus
VY51 = CoEl1dsuolloo| T 11V X5 |
)
+ I + 1371+ 125 Plde] < Colt + ool 721)

Finally, we remark that, since we know a priori that v € C, k. %([0 T] x R), by the
standard truncation arguments, we may assume without loss of generality that Fp is
uniformly Lipschitz in (x, y, z) (with the Lipschitz constant possibly depending on
the regularity of v). Then, by Buckdahn and Li (2008),

v(8, x) = inf sup y(gel’é‘(el))’ (7.22)

E]Eg]
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where the infimum is taken over the so-called non-anticipating strategies S : & —
&>. This implies

10,0(8, x)] < sup sup [VY S| < Col1 + [|9,u0]loo]-
S 61651

Since § < § is arbitrary, the proof is complete. O

Remark 7.10 (i) We reverse the time in (7.19). Hence, in spirit of the backward
rough path in (7.19), B and the rough path w (or the original B in (3.1)) have oppo-
site directions of time evolvement. Thus (7.19) is in the line of the backward doubly
SDEs of Pardoux and Peng (1994). When E; is a singleton, Matoussi et al. (2018)
provide a representation for the corresponding SPDE (3.1) in the context of second-
order backward doubly SDEs. We shall remark though, while the wellposedness of
backward doubly SDEs holds true for random coefficients, its representation for solu-
tions of SPDEs requires Markovian structure, i.e., the f and g in (3.1) depend only on
B; (instead of the path B.). The stochastic characteristic approach used in this paper
does not have this constraint. Note again that our f and g in RPDE (3.6) and PPDE
(3.7) are allowed to depend on the (fixed) rough path w.

(ii) For (7.22), from a game theoretical point of view, it is more natural to use
the so-called weak formulation (Pham and Zhang 2014). However, as we are here
mainly concerned about the regularity, the strong formulation used by Buckdahn and
Li (2008) is more convenient.

7.3 The global comparison principle and existence of viscosity solution

We need the following PDE result from Safonov (1988) (Mikulevicius and Pragarauskas
(1994) have a corresponding statement for bounded domains and Safonov (1989) has
one for the elliptic case).

Theorem 7.11 Consider PDE (4.10). Assume that, for some § > 0,

(i) F is convex in y and uniformly parabolic, i.e., BgyF >0and 9, F > ¢y > 0,
(ii) F is uniformly Lipschitz continuous in (y, z, y),

(i) | F (3. 2 D)t o sy < CLL+ DI +21+ 1y 1L

(iv) ug € C; P (R).
Then there exists Bo € (0, 1) depending only on co such that, whenever 8 € (0, Bol,
PDE (4.10) has a classical solution v € C§+ﬂ([0, T] x R).

Theorem 7.12 Let Assumptions 7.1, 7.8, and 3.4 hold, and let (g, ) take the
form (7.1)—~(7.15). Assume further that

(i) f is either convex or concave in y, namely, either E1 or Ey in (7.15) is a
singleton,

(ii)) oy = co > 0,

(iii) up € Cy "' (R) and f € Cy (10, T] x RY).
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Then there exists a 8o > 0, depending on Kq, Lo in Assumption 7.8, the regularity
of o, go in Assumption 7.1, and ||ugllco, but independent of the further regularity of
uo and f, such that PDE (4.10)~(7.6) has a classical solution v € Cyy'5([0, 5] x R).

Proof We prove only the convex case, i.e., E» is a singleton. When f is
concave, one can use following the standard transformation: f tx,v,2,y) =
—f(t,x,—y,—z,—y) is convex and v(t, x) := —v(¢t, x) corresponds to f Let &g
be determined by Proposition 7.9.

First, it is clear that the F in (7.6) (or the equivalent (7.17)) satisfies the require-
ments in Theorem 7.11 (i). Recall (7.11), (7.16), and the K¢ in Assumption 7.8 (ii).
Put

Cy := e“T[ugllos + CT Kol + Col1 + [|0x10]l0c]-

Introduce a truncation function ¢ € C°°(R) such that ((x) = x for [x| < Cy, and
t(x) = 0for |x| > Cy + 1. Define

F(t,x,y,2,7) = F(t,%,1(y),1(2), ).
Then F satisfies all the conditions in Theorem 7.11. Thus, PDE (7.23) below has a
classical solution ¥ € C;Hﬂ M) ([0, TT x R):

80 =F(,x,0,0.0,02.9), 0,")=uo. (7.23)

»YXX

Applying Propositions 7.6 and 7.9 on the above PDE yields [v| < Cy, |9,0| < C
on [0, §o] x R, i.e., v := v solves PDE (4.10)—(7.6) on [0, §g9] x R.

Finally, the further regularity of v follows from standard bootstrap arguments
(Gilbarg and Trudinger 1983, Lemma 17.16) together with Remark 2.11. O

Remark 7.13 The requirement that f is convex or concave is mainly to ensure
the existence of classical solutions for PDE (7.23). Theorem 7.11 holds true
for the multidimensional case as well. When the dimension of x is 1 or 2,
Bellman—Isaacs equations may have classical solutions as well, see Lieberman
(1996, Theorem 14.24) for d = 1 and Pham and Zhang (2014, Lemma 6.5)
for d = 2 for bounded domains, and also Gilbarg and Trudinger (1983, Theo-
rem 17.12) for elliptic equations in bounded domains when d = 2. We believe
such results can be extended to the whole space and thus the theorem above as
well as Theorem 7.14 will hold true when f is indeed of Bellman—Isaacs type.
However, when the dimension is high, the Bellman—Isaacs equation, in general,
does not have a classical solution (Nadirashvili and Vladut (2007) provide a
counterexample).

Theorem 7.14 Let (g, f) take the form (7.1)~(7.15). Let Assumptions 7.1, 7.8,
and 3.4 hold. Assume that, for any ¢ > 0, there exist ° A € such that

(i) 78, ig satisfy Assumption 7.8 uniformly, i.e., with the same K, Lo for all
e>0, _
(ii) for each ¢ > 0, fg, i“: satisfy all the requirements in Theorem 7.12,
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(iii) foreach e > 0, f —e < fS < f <[ < f+e.
Then RPDE (3.6) satisfies the comparison principle and has a unique viscosity
solution.

Proof By Lemma 6.7, u and u are bounded by some Cy.
Step 1. First, we prove (6.13) locally. Let 69 > 0 be determined by Proposition 7.9,
corresponding to Ko, Lo, but with ||ug|| o replaced with the global bound Co of u and
u.Forany ¢ > 0, let f, 7 A ¢ be as in the assumption of the theorem, and F, F¢ cor-
respond to f , i € asin (7.17). In the spirit of Remark 5.7 (i), we may assume without
loss of generality that u¢ is uniformly continuous. Then u( has standard smooth mol-
lifiers ug, ug such that ug — & < ug < ug < ug < ug + &. By Theorem 7.12, let v*
(resp., v°) be the classical solution to PDE (4.10) —(7.17) with coefficients (fs, g2)
and initial condition ﬂf) (resp., coefficients (F*, g) and initial condition gf)) on [0, &p].
Then, by (6.4), v° < v < T < v°, where v := Y,_l(x,g(t, X;(x))) as in (7.7), and
similarly for v. By (4.11) it is clear that 0 < F— F? < Cs. Define Av® :=7v° —v%,
Auf =5 — u, AF® := F° — F®. Then
Av® = 9, Av® + Fé(t, x, Ave, 9, Av®, ngAv ), A0, = Auf),
where Fé(t,x,v,z,y) := F* ,x,v°+y,0,v°+z2 92 ¢ +v)

P XX =
—F&(t, x, 0%, 3,0°, 92, v°).

Now following the arguments of Proposition 7.6, we see that there exists a constant
C, independent of &, such that, for every (¢, x) € [0, §p] X R,

B(t, %) — v(t, X)<AVE(E, x) < CCtI:”AUS”oo + CIIFe(., 0,0, 0)||oo]

’X)C

<CllIAuflloo + IAF*(, 07, 00", 02,0 1 | = Ce.

This implies that v(¢, x) = v(t, x). Thus (6.13) holds on [0, ég]. Therefore, by The-
orem 6.8, u; < u < up and u := u is the unique viscosity solution of RPDE
(3.6)—(7.15) on [0, 8¢].

Step 2. Now, we prove the global result. Let 0 = 9 < --- < t,, = T be such
thatt; —t;_1 < dpforeachi =1,...,n By Step 1, ui(t1,-) < u(ty,-) < ux(ty,-).
Now consider RPDE (3.6)—(7.15) on [t1, t] with initial condition u(t;, -). Note that
lu(t1, )loo < Cop for the same global bound Cy. Since §y corresponds to this Cj,
following the same arguments, we see that the comparison principle holds on [#1, #2].
Repeating the arguments establishes the result on the whole interval [0, T']. U

When f is semilinear, i.e., linear in y, clearly under natural conditions f satisfies
the requirements in Theorem 7.14. We provide next a simple fully nonlinear example.

Example 7.15 Leta > a > 0 be two constants. Then

1 1
f(y) == sup [ay]= z[aw —ay~] (7.24)

2 a<a<a

satisfies the requirements in Theorem 7.14.
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Proof Let n be a smooth symmetric density function with support (—1, 1). For any
& > 0, introduce a smooth mollifier of f:

a—a

2

1 1 1
fe(y) = / 1 fly —ex)n(x)dx = ay + /l(y —ex)Tn(x)dx.

2

It is clear that

a 1
|fe — f1 = [5 [1 lx|n(x)dx] & =: ce.

We next consider the Legendre conjugate of f;:

1
he(a) == sup[zay — feW)], a €la,al.
yeR

By straightforward calculation, we have h.(a) = co when a ¢ [a, @], and

) *~N (=g
he(a) = E[E—g]f - xn(x)dx, a€la,al,
~1
where ®(x) := [*, n(y)dy, x € [—1, 1]. Note that

1
fe(y) = sup [zay — he(a)].

a<a<a
Then f, = fe+ $ and fei= fe— § are the desired approximations. O

Remark 7.16 (i) As pointed out in Remark 7.5, for general g = g(t,x,y, 2),
the transformation is local and the § in Theorem 4.5 depends on ||8§xu||oo. Then
the connection between RPDE (3.6) and PDE (4.10) exists only for local classical
solutions, but is not clear for viscosity solutions. Since our current approach relies
heavily on the PDE, we have difficulty in extending Theorem 7.4 to the general case,
even in just the local sense. We will investigate this challenging problem by exploring
other approaches in our future research.

(ii) When f'is of first-order, i.e., oy = 0in (7.15), then (7.17) becomes

F(t,x,y,z,y) = sup inf [Bf(t,x,e)z+Fo(t,x,y,e)], (7.25)
e1€E; er€kEy
where l;f(t,x, e) .= %,

Fo(t,x,y,e) = av#ylfo(t, X1, Y:,0,¢) +l;f(f, X, 8)2‘:—2-

Under Assumption 7.8, Fy is uniformly Lipschitz continuous in y, and thus the main
difficulty mentioned in Remark 7.7 (i) does not exist here. Then, following similar
arguments as in this subsection, we can show that the results of Theorems 7.12 and
7.14 still hold true if we replace the uniform nondegeneracy condition oy > ¢y > 0
withoyp = 0.
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7.4 The case that g is linear

In this subsection, we study the special case when g is linear in (y, z) (by abusing the
notation gg)

gt,x,y,2) =0, x)z+h(t,x)y + go(t, x). (7.26)

We remark that strictly speaking this case does not satisfy Assumption 7.1 because
go(t,x,y) := h(t,x)y + go(t, x) is not bounded in y. However, similar to the
situation in Lemma 2.13, the linear structure allows us to extend all of the results in
Section 7 to this case.

First, for X given by (7.2), we have

t
) = Oy 4 [ g0, X, (oo (127)
0

where H;(x) := fé h(s, X;(x))dws. By straightforward calculation, we see that (7.6)
becomes, omitting (x, y) in (X, Y, H),

Hy 3. Y,
Ft,xy,2,y) = e f (0 X Y oz 2528, (7.28)
Oy X, 0y X
H, 2 2
e 8 X[ _ 3 Xt
9. H — XX H,82 Yy, — XX )
TS A w o SR S (e wond

We now provide some sufficient conditions for the existence of classical solutions to
PDE (4.10)—(7.28).

Theorem 7.17 Let all the conditions in Theorem 7.12 hold and let g take the
form (7.26). Then PDE (4.10)—(7.28) has a classical solution v € C ﬁ([O T] x R).

Consequently, RPDE (3.6)—(7.26) has a classical solution u € Cg’ﬁ([O, T] x R).

Proof As in Theorem 7.12, we only prove the convex case. By the regularity of f
and g, it is clear that F is smooth. By omitting the variables,

1 2 H 2
3 F = @ X)zayf O F = @ X)48Wf
1 o, H 32X
.F = —30 9
F=ax % e T G X)3] v/
9. H)? + 02 H
HF = f—(" )+ O .
(0:X)?

Then one can verify that F satisfies all the conditions in Theorem 7.11, thus we

obtain v € Cf;;g([o, T1 x R). Finally the existence of the corresponding function

u e Cg’ﬁ([O, T] x R) follows from Theorem 4.4. O]
We now assume further that f is also linear, i.e.,

f,x,y,z,y)=alt,x)y + b, x)z+ct,x)y + fo(t, x). (7.29)
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This case is well understood in the literature. By a straightforward calculation,
F(t,x,y,z,y) = A(t,x)y + B(t, x)z+ C(t, x)y + Fo(t, x), (7.30)

where, for the H defined by (7.27) and again omitting the variable x,

20, H, 32X, ]+ b(t, X;)
(0:X)? (9 Xy)3 X
(O H)? + 02 H, (bt X)) at, X)L X

B(t,x) :=a(t, X,)[

o— _ t
Clx=at X0 =G = 5 ey 1
+C(t7 Xt)s
L a(t, Xl) 2 2
Fo(t, x) = [(axx,)Z[(axH’) + 02 Hy]
b(t, X . X082 X o
[ E)txX,l) —a(t(ax’;(tjg‘ “JouHy + et X | /0 e go(s. Xs)dos
a(t, X,) b(t. X)) a(t, X)), X, 20(s. X,)
[2(8xxt)2a" TTRX (X0 ][ W) dex
X0 792 (o Hs go(s, X)) daos + folt, Xp)e ™
@ X2 Jo e e
(7.31)

Thus PDE (4.10) is linear and we have the representation formula

ot t.x ! s 1,x
'U(t, x) — ]E[Ejo C(t—rX, )druO(Xtt,x) +/() efo C(t—r, X )drF()(t —, XSZ,X)dS:I’

B (7.32)
where, for fixed (¢, x) € [0, T] x R and for a Brownian motion B,

S S
XX :x+/ V2A@E -, Xr”x)dr—}—/ B(t —r, X"")dBs, 0<s <t.
0 0

Appendix: proofs for some results in Section 2

For notational simplicity, we may often write u,(x) := u(z, x).

Proof of Lemma 2.7. First, we prove (2.13). For u € C2 g)‘([O, T] x RY),

5,1 (X) = Botts (Vg0 + R (x).
Differentiating both sides with respect to x yields
Dutty s () = Dy Boott (X1 + D2 RS (¥).

By Definition 2.6 (iii), dy0,u(-, x) € C0 fgoc([O T)) and [0, R" "X)]a+p < 0.
Thus, (2.13) follows directly from (2.4). Next we prove (2.15). Assume that d = 1
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for simplicity. Put v, (x) := [; u;(y)dy. Then

x x x
Vs, (x) :./O us, (y)dy Z/O Ootts (y)dy a)s,t+/0 R}:tu(y)dy-

By continuity of x +— 9,u(-, x) € Cg’ﬂ([O, T)) and x +— u(-,x) € Coltyﬁ([O, T,
it is clear that [ dou(-, y)dy € Cg)ﬁ([O, T]) and [fy R"“(y)dyla(i+) < 0o. Then
3wV (x) = [i it (y)dy. For the partition ; =i 27" 1,i =0,...,2",

o S5 us () dy des = [ vs(x) dasg

. 1
= hnolo Zi:O [vti @y 14, + vy, (x)Qt,-,t,-H]

. 2]
= lim 5350 [y D@yt + dotty (e, 1dy.
By standard estimates (Keller and Zhang 2016, Lemma 2.5),

_ Cllut, )l
- 2aQ+p)n

lit1
‘ / us(y)da)s — Uy; (y)a)t,-,t,-+1 - awuti (y)Q;,.,t,.H
1

Since O is bounded, by continuity of u again, sup, .o llu(:, y)|l1 < oo. Then, by (2.2)
and the dominated convergence theorem, we immediately obtain

t X
[ [ sy don = tim 5 25 1w dosdy

= Jo Jo us(y) deos dy.
This yields (2.15) for general s, ¢, and O.

Finally, we prove (2.14). Letu € '/ ([0, T] x RY). By Lemma 2.5,

t t X
wa) = [ apu e+ [ o)+ /0 Dot () dy] do.

Differentiating both sides with respect to x and with applying (2.15) on the last term
above, we obtain

t t
Oxus ¢ (x) =/ Ay 0 uy (x) dr+/ 0y 0ty (x) dw, .
N s

Then (2.14) follows from Lemma 2.5. ]
Proof of Lemma 2.9. We proceed in two steps.

Step 1. Let h = 0. For notational simplicity, we omit the variable x in this step.
We shall prove by induction that

w=Y  Dyusl!, + Ry and [RVF| < Cllu(, x)i | — s|*®HH . (7.33)

i<k

When k = 0, 1, 2, (7.33) follows directly from the definitions of the derivatives.
Letm > 2 and assume that (7.33) holds for all k < m. Now, letu € cgf‘gl’l“([o, T]x

R). By (2.11),
t t
us,,zf a;”u,dr+f Opurdw,.
s N
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Note that 0°u € CSZEI’IOC([O, T] x R). By the induction hypothesis,

m—1,0%u

O ur =3y em— v usLy, + Rey 0,

. m—1,0%u _
with [Rg, " < Cl19Pu(, x) |m—i1lr — s|¥=14A).

Then, since 2o < 1,

m—1,0u

‘f; 0u, dr — Z‘l“'”f”’l*] Dy0%us f; 1), dr‘ = ‘f; Rs., dr‘

< ClBCuC, X)llm—1 | [{ (r — s)*m=14B) gr

< ClluC, x)llmgr [t — s[*m 1A,
Thus, it remains to show that

I3 oty deoy =3 < Dodoits [} I, deo,
< ClluC, )11t = s|* 0P, (7.34)

Note that v := d,u € C4* ([0, T1x R). Put Uy 1= 3",y <y Dos [} I, deo,. For
s<r<t,

Usr + Uri = Usi = Ejozm Dovr [ Iy dor = Xy Dots [} T o
/ v D]
=2 Ivli<m I:ZIIV’IISM—IIVH DyDyvsTy, + Ry v] [ Ty de
t
= Livl<m Dvvs [ I yde
' T vl Dyv 1
=2 jvli<m Drs J; [Z(v’,ﬂ):u IsV,rIrv,z—Is",z]d‘“l+Z\|v|\sm RS, )T de.
By induction, one can verify that
L t
S 7T =1, and ‘/ T der| = €t — )MV,
W, v)=v r

We remark that the former identity here is actually Chen’s relation. Then, since
D,v € CZ;"””’I"C([O, T] x R), by our induction assumption,

IRy IIP ] < CIDyu (s ) o (r = )@ 1A

< ClluC, X)llms1 (r — )@= I+A),

Therefore,

A

Cllu -, x) 1 (r = )= MHA ¢ — VI D

Cllu, x)[lmp1 (t — )@ A,

Us,r + Ur,t - Us,t|

IA

Applying the Sewing Lemma (Friz and Hairer 2014, Lemma 4.2) yields (7.34).
Hence (7.33) follows.
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Step 2. We now prove the general case. By standard Taylor expansion in x and by
Step 1,

u(t+686,x+h)=uC+38,x+h)—ul,x+h)]+ult,x+h)
k,u(-,x+h)

=Y 1ok Dout, x + VTP s+ REATTY 4+ o6 @Mt x)h™
+ O(|h|F+F)
k— _ kou(- h
=2 i<vi<k [Zmz”ov" LamDyu(t, x)h™ + O(|h|* ““”*ﬁ)] I\ s + R,jﬁﬁg” )

+ Zm -0 m,amu(t X)h™ + O(|h|FTF)
=tk DoOF ults DR L5 4300y kORI T
+ RGN ok,

where the last equality follows from Lemma 2.7. Note that |Z}’ i sl=C 18]¢IVI and,

by Step 1, |R£t$5x+h)| < ClluC,x + )|k 18]** A Since |ju(-, x)||x is continuous
in x and thus locally bounded, we obtain (2.18) immediately. O
Proof of Lemma 2.12. The wellposedness for a classical solution u € C1 ([0 T))
with the corresponding estimate is standard. Automatically, by Lemma 2.5,
u € Ci ([0, T]) again with the corresponding estimate. Note that d,u, =
g(t,uy), E)wu, f(t, u;). Applying Lemma 2.8 repeatedly, one can easily prove by

induction that u € C k+2([0 T1]) and that

lullkra < C(T, 1f ks g k1, no)- (7.35)

Moreover, with i, = u; — uq, f(t,x) := f(t,x + ug), §(t, x) := g(t, x + uo),
t 5 t
i, = / f(s,iig)ds +/ 8(s, ity) dws.
0 0

Thus, by (7.35), llullk+2 < C(T, | f Ik 181Ik+1,0) = C(T, || fllk, 18 llk+1)- O
Proof of Lemma 2.15. First, we assume that ug € C];Jrﬂ (R), namely u( and all
its related derivatives are bounded. Applying Lemma 2.12 we see that u(-, x) €
ck“( 0, T]) and

sup [[u (-, X)[lx+1 = C(lluolloos 1 f k- 1gllk) < o0. (7.36)

xeR

Recalling Definition 2.10 and in particular Remark 2.11, we note that our space
C{;’ ﬂ([O, T] x ]Rd) requires stronger conditions than those in (Keller and Zhang
2016). Thus, one may follow the arguments by Keller and Zhang (2016, Theorem
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6.1) to obtain the Eq. 2.26. Hence

BRI () = B[ (x) — g(s, X, 1y (X)) g1 ]
= Otts,r (x) — [0x8(s, x, us(x)) + Dy g (s, X, us(x)) 1ty (x) ]y

13
Z/ [8xf+8yfaxur(x)](rs X, up(x))dr

t
+ / [Brg + dygdyttr COI(r x, uy (X)) d oy
—[9xg (s, x, g (x)) + yg (s, x, us (X)) ts (x) |y s

Applying Lemma 2.13 on (2.26) yields a representation formula for d,u and

Sug [0xu (-, )k = C(llaxuolloos Il fllk: 1glIk) < o0, (1.37)
xe

which, together with (7.36), implies further that

Su]g[&le’”(X)]a(Hﬂ) < C(lluolloos 3xuolloos Il.fllx: lg1k)- (7.38)
xXe

Together with the representation for d,u and the arguments in Lemma 2.8,
fou,(x) = Eﬁxuo(x)

t
+/ [02, f + 207 S Ot (x) + By, F82us()](s, x, ug(x))ds
0

t
+ / (02, f + 202, fxus (x) + By £ 75 (X)] (s, X, s (x))dwy(7.39)
A )

follows. Then one can easily see that ||u]l; < oo and thus u € Cé’ﬂ([O, T]x R) in
the sense of Definition 2.10 (cf. Remark 2.11). Repeating the arguments (up to order
k + 1 to ensure Holder continuity with respect to x of 8" u, etc.), one can show that
llullk+1 < oo, which implies that u € Ck ([0, T] x R).

Next, if uq is not bounded but all of its related derivatives are bounded. Put i :=
u — ug, p(t,x,y) = @, x, y+ ug(x)) for ¢ = f, g. One can easily see that
f € Ck'H([O T] x Rz) with ||f||k being dominated by || f|lx+1 and the derivatives
of ug, similarly for g. Note that & satisfies RDE (2.25) with coefficients ( f,8) and
initial condition 0. Thus & € Cj 4([0, T'] x R).

Finally, if ug € C*P(R), let 1 € C*®(R) such that ((x) = 1 when |x| < 1
and t(x) = 0 when |x| > 2. Let u® € Ck ([0 T] x R) be the solution to RDE
(2.25) with coefficients (f, g) and initial condltlon uo(x) = ug(t(ex) x). Note that
uo(x) = uo(x) and hence uf(x) = u,(x) whenever |x| < 1/e. Since ¢ > 0 is
arbitrary, we see that u € cf[;g’c([o, T]1 x R). O
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