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Abstract In this paper, we study strongly robust optimal control problems under
volatility uncertainty. In the G-framework, we adapt the stochastic maximum princi-
ple to find necessary and sufficient conditions for the existence of a strongly robust
optimal control.
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1 Introduction

One of the motivations for this paper is to study the problem of optimal consumption
and optimal portfolio allocation in finance under model uncertainty. In particular, we
focus on volatility uncertainty, i.e., a situation where the volatility affecting the asset
price dynamics is unknown and we need to consider a family of different volatility
processes instead of just one fixed process (and hence also a family of models related
to them).
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Volatility uncertainty has been investigated in the literature by following two
approaches, i.e., by introducing an abstract sublinear expectation space with a special
process called G-Brownian motion (see (Peng 2007), (Peng 2010)), or by capacity
theory (see (Denis et al. 2011)). In (Denis et al. 2011), it is proven that these two
methods are strongly related. The link between these two approaches is the repre-
sentation of the sublinear expectation [E associated with the G-Brownian motion as
a supremum of ordinary expectations over a tight family of probability measures P,
whose elements are mutually singular:

E[.] = sup EP[.],
PeP
see (4) and Theorem 1 for more details.

In this paper, we work in a G-Brownian motion setting as in (Peng 2007) and use
the related stochastic calculus, including the It6 formula, G-SDEs, martingale rep-
resentation and G-BSDEs, as developed in (Peng 2007), (Peng 2010), (Soner et al.
2011a), (Song 2011), (Soner et al. 2011b), (Peng et al. 2014), (Hu et al. 2014c),
(Hu et al. 2014a). It is important for understanding the nature of G-Brownian motion
to note that its quadratic variation (B) is not deterministic, but it is absolutely
continuous with the density taking value in a fixed set (for example, [o2, 2] for
d = 1). Each P € P can then be seen as a model with a different scenario for the
quadratic variation. That justifies why G-Brownian motion is a good framework for
investigating model uncertainty.

In a G-Brownian motion setting one considers the following stochastic optimal
control problem: to find the control iz € A such that

J (i) = sup J(u), (D
ue A

with

T
Ju) = ]E[/ f@, XU(t), ut)dt + g(X*“(T))]
0
T (2)
= sup E¥[ / @, XU @), u)dr + g(X*(TH] =: sup J* (),
PeP 0 PeP
where X* is a controlled G-SDE, see (8). This problem has been studied in (Matoussi
et al. 2013), (Hu et al. 2014b). In (Hu et al. 2014b), they show that the value function
associated with such an optimal control problem satisfies the dynamic programming
principle and is a viscosity solution of some HJB equation.! (Matoussi et al. 2013)
investigates the robust investment problem for geometric G-Brownian motion, where
2BSDEs (which are closely related to G-BSDEs) are used to find an optimal solution.
In both papers the optimal control is robust in a worst-case scenario sense.

It is interesting to note that in the simplest example of the optimal portfolio prob-
lem, which is the Merton problem with the logarithmic utility, one can easily prove
that there exists a portfolio which is optimal not only in the worst-case scenario,
but also for all probability measures P (with the optimality criterion J). We call

I'To be exact, the authors considered a more general problem of recursive utility.
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this a strongly robust control. This strongly robust control is thus optimal in a much
more robust sense than the worst-case scenario optimality. The new strongly robust
optimality uses the fact that probability measures P are mutually singular. Informally
speaking, one can therefore modify the P-optimal control #¥ outside the support of
a probability measure P without losing the P-optimality. As a consequence, if the
family {i”}pep satisfies some consistency conditions, under a suitable choice of the
underlying filtration the controls can be aggregated into a unique control &, which is
optimal under every probability measure P. See (Soner et al. 2011b) for more details
on aggregation.

In this paper, we study strongly robust optimal control problems. However, instead
of checking the consistency condition for the family of controls and using the aggre-
gation theory established in (Soner et al. 2011b), we adapt the stochastic maximum
principle to the G-framework to find necessary and sufficient conditions for the exis-
tence of a strongly robust optimal control. We stress that this method has the clear
advantage that we solve only one G-BSDE to produce the strongly robust optimal
control instead of considering the optimal control problem for all P € P (which
are usually not Markovian laws) and checking the consistency condition. Another
advantage is that we work with the raw filtration instead of enlarging it.

In the recent paper (Hu and Ji 2016), they also study a stochastic maximum princi-
ple for stochastic recursive optimal control problems in the G-setting, but still using
the worst-case approach. They use the Minimax Theorem to obtain the variational
inequality under a reference probability P*: the stochastic maximum principle holds
then under such a P*-a.s, which is the main difference with respect to our approach.
They prove that this stochastic maximum principle is also a sufficient condition under
some convex assumptions, but our control problem is different from the one in (Hu
and Ji 2016) and considers delayed information.

The notion of the strongly robust optimal control also has a better financial inter-
pretation than the standard robust optimality mentioned above. The main drawback
of the classical robust optimal control is that it is a differential game from a mathe-
matical point of view, where one player chooses the optimal control # and the other
chooses the optimal volatility represented by the law [P

sup sup JEPw) = I% ).

uc APeP
Therefore, the optimal pair (&, [P) has the Nash equilibrium interpretation®. The prob-
lem is that in real life there is no reason to why we should assume that the worst case
is true, as there are no players who try to maximize gains from choosing PP.

However, this is not the only problem with the standard robust optimality. Since

the optimal probability measure [P is mutually singular to any other measure Q € P,
we can modify the control & outside the support of P without losing the (classical)
robust optimality. Since, as we noted above, usually the true probability will be differ-
ent than [P, the classical robust optimal control may have little sense for Q. Moreover,
in the standard robust optimality, the measure PP is chosen to be static and does not

2This is even more visible for minimization problems, where one has a saddle point.
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change with time. As a result, not all available information is taken into consideration,
as shown for the Merton problem with logarithmic utility in Section 5.

The paper is structured in the following way. In Section 2, we give a quick
overview of the G-framework. Section 3 is devoted to a sufficient maximum principle
in the partial-information case. In Section 4, we investigate the necessary maxi-
mum principle for the full-information case. In Section 5, we give four examples,
including the Merton problem with logarithmic utility, mentioned earlier and an LQ-
problem. In Section 6, we provide a counter-example and show that it is not possible
to relax the crucial assumption of the sufficient maximum principle without losing
the strongly robust sense of optimality.

2 Preliminaries

Let 2 be a given set and H be a vector lattice of real functions defined on €, i.e. a
linear space containing 1 such that X € H implies |X| € H. We will treat elements
of H as random variables.

Definition 1 A sublinear expectation E is a functional E: H — R satisfying the
following properties

1. Monotonicity: If X,Y € Hand X > Y, then E[X] > E[Y].

2. Constant preserving: For all ¢ € R, we have E[c] = c.

3.  Sub-additivity: For all X,Y € H, we have E[X] — E[Y] < E[X —Y].

4. Positive homogeneity: For all X € H, we have E[AX] = AE[X] for all » > 0.

The triple (2, H, E) is called a sublinear expectation space.

We will consider a space H of random variables having the following property: if
XieH,i=1,...n,then

¢(Xls"'an) GH V¢ € Cb,Lip(Rn)s
where Cp, 1.;,(IR") is the space of all bounded Lipschitz continuous functions on R".
Definition 2 An m-dimensional random vector Y = (Yy,...,Yy) is said to be

independent of an n-dimensional random vector X = (X1, ..., Xp) if for every ¢ €
Cp,Lip(R" x R™)

Elg¢(X, V)] = E[E[¢(x, ¥)]=x].

Let X1 and X» be n-dimensional random vectors defined on sublinear random spaces
(21, H1, Ey) and (22, Ha, Ey), respectively. We say that X1 and X, are identically
distributed and denote it by X1 ~ Xo, if for each ¢ € Cp, ;p(R") one has

Eilp(XD] = Ez2[¢(X2)].

Definition 3 A d-dimensional random vector X = (X1, ..., X4) on a sublinear
expectation space (2, H, E) is said to be G-normally distributed if for each a, b > 0
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and each Y € H such that X ~ Y and Y is independent of X, one has
aX +bY ~+a?+b2X.
The letter G denotes a function defined as
G(A) = %]E[(AX, X)]: §a — R,
where §4 is the space of all d x d symmetric matrices. We assume that G is non-
degenerate, i.e., G(A) — G(B) > Btr[A — B] for some B > 0.

It can be checked that G might be represented as

1
G(A) =3 sugtr(wTA), A3)
ve

where © is a non-empty bounded and closed subset of R¥*¢.
Definition 4 Let G: §4 — R be a given monotonic and sublinear function. A

stochastic process B = (B;);>0 on a sublinear expectation space (2, H, E) is called
a G-Brownian motion if it satisfies the following conditions:

1. Byp=0;
. By e Hforeacht > 0;
3. Foreacht,s > O the increment Biy; — B; is independent of (By,, ..., B;,)
foreachn € Nand 0 <t} < ... < t, < t. Moreover, (Bys — B)s~ /2 s

G-normally distributed.

Definition 5 Ler Q = Co(Ry, Rd), i.e., the space of all RY-valued continuous
functions starting at 0. We equip this space with the uniform convergence on compact
intervals topology and denote by B(2) the Borel o -algebra of Q2. Let

’H:Lip(Q)::{d)(w,l, cwy)YneN 1, ... 1, €[0, 00) and ¢ € Cp 1ip (RdX”)} .

A G-expectation [ is a sublinear expectation on (2, H) defined as follows: for X €
Lip(2) of the form

X=¢(wy —wrgy ..., 0, —y,_), 0=t <t <...<ty,
we set
BIX]=E[p (61v/n =10, u/ta — a1 )|
wherg &1, ... &, are d-dimensional random variables on sublinear expectation space

(Q, H,E) such that for each i = 1,...,n, & is G-normally distributed and inde-
pendent of (&1, e & _1). We denote by LZ(Q) the completion (if Lip(2) under the
norm || X| = E[|X|P1Y/P, p > 1. Then it is easy to check that E is also a sublinear
expectation on the space (2, LZ(Q)), LZ(Q) is a Banach space, and the canonical
process B;(w) := w; is a G-Brownian motion.

Following (Peng 2010) and (Denis et al. 2011), we introduce the notation: for each
t € [0, 00)
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Q i={w,r: we Q}, Fr = B(2),

LO(Q): the space of all B(£2)-measurable real functions,

LO(2): the space of all B(£2;)-measurable real functions,

Lip(Qy) := Lip(2) N LY%(Q), LL(Q) := LE(Q) N LO(Q)),

M é (0, T) is the completion of the set of elementary processes of the form

M

n—1

() =Y &l (),

i=1

where 0 <t <t <...<t, <T, n>1land§ € Lip(2;). The completion
is taken under the norm

T
2 T 2
=FE t)|“ds | .

Definition 6 Ler X € Lip(S2) have the representation
X=¢ By, By—Biy.... B, —By, ). ¢ € Cb,Li,J(RdX”) L0t <... <1ty <00
We define the conditional G-expectation under F;; as
E[X|F,1:=v (B, By — By..... Bi, — Bi,_,) .

where

Y (x) :=E [ (x, By, — By,.... B, — B, )]

Similarly to the G-expectation, the conditional G-expectation might also be extended
to the sublinear operator E[.|F;]: LZ(Q) — LZ(Q,) using the continuity argument.
For more properties of the conditional G-expectation, see (Peng 2010).
G-(conditional) expectation plays a crucial role in the stochastic calculus for G-
Brownian motion. In (Denis et al. 2011), it was shown that the analysis of the G-
expectation might be embedded in the theory of upper-expectations and capacities.

Theorem 1 ((Denis et al. 2011), Theorem 52 and 54) Ler (2, G, Py) be a proba-
bility space carrying a standard d-dimensional Brownian motion W with respect to
its natural filtration G. Let © be a representation set defined as in (3) and denote by
A(C;),oo the set of all ®-valued G-adapted processes on an interval [0, 00). For each

0 e Ag)’ oo define P? as the law of a stochastic integral fo 0;d Wy on the canonical
space Q = Co(R4, RY). We introduce the sets

Pri={P:0eAf ). and P:=7 “

where the closure is taken in the weak topology. P is tight, so ‘P is weakly compact.
Moreover, one has the representation

E[X] = sup EF[X]= sup EF[X], foreach X € LL(Q). (5)
PeP; PeP
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For convenience, we always consider only a Brownian motion on the canonical
space €2 with the Wiener measure [Py.
Similarly, an analogous representation holds for the G-conditional expectation.

Proposition 1 ((Soner et al. 2011a), Proposition 3.4) Let Q(t, P) =
{]P” cQ:P=PFPon .E} where Q = P or Py. Then, forany X € LE(Q) andP € Q,
Q = P or Py, one has

E[X|F]= esssup PEF[X|F], P — a.s. (6)
PeQ(t,P)

We now introduce the Choquet capacity (see (Denis et al. 2011)) related to P

c(A) :=sup P(A), A € B(RQ).
PeP

Definition 7 1. A set A is said to be polar; if c(A) = 0. Let N be a collection
of all polar sets. A property is said to hold quasi-surely (abbreviated to q.s.) if it
holds outside a polar set.

2.  We say that a random variable Y is a version of X if X = Y q.s.
3. A random variable X is said to be quasi-continuous (q.c. in short), if for every
& > 0 there exists an open set O such that c(O) < € and X|pc is continuous.

We have the following characterization of spaces LZ(Q). This characterization
shows that LZ(Q) is a rather small space.

Theorem 2 (Theorem 18 and 25 in (Denis et al. 2011)) For each p > 1 one has

LZ(Q) ={XeL%Q): X hasa g.c. version and lim E[|X|p1{|x|>n}] = 0}.
n—0oo

G-expectation turns out to be a good framework to develop stochastic calculus of
the It6 type. We can also use G-SDEs and a version of the backward SDEs. As back-
ward equations are a key tool to consider the maximum principle, we now give a short
introduction to G-BSDEs and their properties (for simplicity in a one-dimensional
case).

Fix two functions f, g :  x [0,T] x R x R - Rand & € LZ(Q7), p > 2.
We say that the triple (p©, ¢, K) is a solution of the G-BSDE with drivers f, g and
terminal condition & if

dp® ()= (t. p° (1), 4° 0)dr=g (1. p (1), 4 () dB) 1) +q° (VB (D) +dK (1),

poT) =58,

N
where K is a non-increasing G-martingale starting at 0. In (Hu et al. 2014c), the
existence and uniqueness of such a G-BSDE are proved under some Lipschitz and
regularity conditions on the driver.

Furthermore, under any P € P, the process pC is a supersolution of a classi-
cal BSDE with drivers f and g and terminal condition £ on the probability space
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(2, F, P) (we will call such a BSDE a P-BSDE). Hence, by the comparison theorem
for supersolutions and solutions, we get

pl =pt) P-as.,

where pP is a solution of a P-BSDE. It can also be checked that pC is minimal in the
sense that
pG(t) = esssup IFDp@(t) P—a.s.,
QeP(2,P)
see (Soner et al. 201 1c) for this representation. From now on we drop the superscript
G in the notation for G-BSDEs whenever this doesn’t lead to confusion.

3 A sufficient maximum principle

Let B(#) be a G-Brownian motion with associated sublinear expectation operator [
We consider controls u taking values in a closed convex set U C R. Let X (r) = X" (¢)
be a controlled process of the form

dX(@)=b@,X (), u()dt+u,X (), u@)d(B);+o(t,X (), u(t))dB();0<t<T,
X(0)=xeR.
(®)
We assume that the coefficients b, u, o are Lipschitz continuous w.r.t. the space
variable uniformly in (¢, #). Moreover, if the coefficients are not deterministic, they
must belong to the space Mé (0,T) foreach (x,u) e Rx U .
Let f:[0,T] xR x U — Rand g : R — R be two measurable functions such
that f is C! w.r.t. the second variable and g is a lower-bounded, differentiable function
with quadratic growth such that there exists a constant C > 0 and € > 0 s.t.

1
1§/ ()| < C(1 + |x])T+r2.

We let A denote the set of all admissible controls. For u to be in .4 we require that u(t)
is quasi-continuous for all # € [0, T] and adapted to (F_gs)+);>5, where § > Ois a
given constant. This means that our control u has access only to a delayed information
flow. Moreover, we assume that for each u € A the following integrability condition
is satisfied

T
E U f(t,X(t),u(t))dt:| < 0.
0

Then, for each P € P, the performance functional associated with u € A is assumed
to be of the form

T
J ) =E [ /0 f@, X @), u(@)dr + g(X(T»} : ©)
We study the following strongly robust optimal control problem: find &z € A such that
sup JPw) =JP@) vPepP, (10
ueA
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where the set P is introduced in (4). To this end we define the Hamiltonian
d(B); d(B);

dt ai

(11)

H(t,x,u, p,q)=f(t,x, u)+[b(t, X, u) + pu(t, x,u) } p+o(t,x,u)

and the associated G-BSDE with adjoint processes p(t), g(t), K (t) by

dp(t) = —%—I:(I, X(@),u®), p(t),qt)dt +qt)dB@) +dK(t); 0 <t <T,

p(T) = g (X(T)).
(12)
Note that the solution of such a G-BSDE exists thanks to the assumption on the
functions f and g and on the definition of the admissible control (see (Hu et al. 2014c¢)
for details).

Theorem 3 Let 12A € A with corresponding solution X@), p),q ), K (1) of (8)
And (12) such that K = 0. Assume that:
(x,u) — H(t,x,u, p(t),q(t)) and x — g(x) are concave forall t q.s.,  (13)
and

a 0 ~ R R
E [iaH(h X (2), u, p(t), c](t))luzg(t)lfa_a)+] =0 (14)

for all t q.s. Then it = u is a strongly robust optimal control for the problem (10).

Proof For the sake of simplicity, in the following we adopt the concise notation

f@) = [, X"@), u®)), f@© = f@, X", 0400), X(T) = X(T), X(T) =
X"(T). Let u € A be arbitrary and consider

T
sup (/) — J¥ (@)} = sup E [ /O (@) = Fw)dr +gx() - (X(T))]

PeP PeP

T
ZEUO (f© = f))dr+gx @) - g X(T)}

=E[1, + £,
(15)
where J is introduced in (2) and
T
I = —f))dt, IL:=gX(T)—g(X(T)).
| /O(f(t) fw)dr, b i=gx 1) -g (X))
By the definition of H, we can write
T A - ~ W d(B)
I =/ {H(t)—H(t)— [b(t)—b(t)+(u(t)—u(t))7}
0 (16)

p) —[o(t) — &) 4B >“(r)}

By the concavity of g, (12), and the Itd formula, we have
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B =g (2(D) (X(1) = X(D)) = H(D) (X(T) - X(D))

T ) T
= [ b (xi0 - k@) + [
0 0

Y ; ~ o\ d(B)s
=] P® b(t) = b(1) + (n(6) = ) == | dr

T ~ Ol r ~ d{B); .
+/0 (X(t)—X(t)) (—a(t)> dt+/0 [c(t) —6@)] " q(t)dt

T

(X(t)—f((t)) dp(t) + fo d<ﬁ, X — x) )

T

T
+/0 ﬁ[o(t)—&(t)]dB(t)—i—/o [X(t) —X(t)]c}(t)dB(t).

7)
Adding (16) and (17) and using the concavity of H we get, by the sublinearity of the
G-expectation and by (15), that

A T A
sup (/7 ) — J¥ (@)} < B /0 (h) [ =5 0]+[x0) - X0 ] 4 dB(r)}

PeP

T . Ol .
. / |:H(t)—H(t)——(t) (X(t)—X(t)>:| dt:|
L 0 ox
[ (T oH X
/ 8—(1)(14(0 —M(I))dtj|
i
=
0 -

. [.[of A
5/ 1) IE|:8—(t)(u(t)—u(t))l]:(z—sﬁﬂdt
0 i u

A

T . [.[aA
5/ ElE [8—(t)|f(za)+} () —a@)*
0 i u

IA
=

=»

H .
i @) (u(r) — u(t))} dt
u

Y S
+E [_W(MF"‘W} (u(r) —u()) ]dl =0,

since u = u is a critical point of the Hamiltonian. This proves that & := # is optimal.
O

Remark 1 Note that if § = 0, we can slightly relax the assumption in Eq. (14) by
only requiring that

max H (1, X(@1), v, p(1), G(e)] = H(t, X(0), 4(t), p(0), §(1)).
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4 A necessary maximum principle for the full-information case

A drawback of the previous result is that the concavity conditions are not satisfied in
many applications. Therefore, it is of interest to have a maximum principle, which
does not need this condition. Moreover, the requirement that the non-increasing G-
martingale K disappears from the adjoint equation for the optimal control i is a very
strong assumption, which, however, is crucial in the proof. In this section, we prove
a result which doesn’t depend on the concavity of the Hamiltonian. Moreover, in the
Merton problem we show that the necessary maximum principle might be obtained
without the assumption on the process K. We make the following assumptions.

Al. Forall u, 8 € A with 8 bounded, there exists § > 0 such that
u+ap e A forallae (-34,56).

A2. Forallt,hsuchthat0 <t < t+ h < T and all bounded random variables
o€ LE(Q,)3, the control

B(s) = oLis 4n)(s)
belongs to A.

Remark 2 Note that given u, B € A with 8 bounded, the derivative process
d
Y(t) = —X“TB(p)
da

exists, Y(0) =0, and

b ab
dy(t) = {a(t)Y(t) + E(t)ﬁ(t)} dt

0 0 0 0
+ {a—“mm) + —“(r)ﬁ(r)} d<B>z+{—"(r>Y<r> + —U(t)ﬁ(t)} dB(1).
X ou 0x ou

This follows by the smoothness (C') assumptions on the coefficients b, ju, o and the
1t6 formula.

Before we give the necessary maximum principle for this problem, we will state
the following remark showing that it is sufficient to consider just a control which is
optimal for all P € Py.

Remark 3 Note that if u € A is a strongly robust optimal control, it is of course
the optimal control for the following problem:

sup JPw)=JP@) VPepP. (18)
ue A

However, we have also the opposite, thanks to the conditions on the set of admissible

31t is easy to see that for a fixed P € P the set of all bounded random variables from space L}; (R2) is dense
in the space Lﬁ(Q,) under the norm (EF[|.|P1)!/? for any p > 1.
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controls A. Namely, if i satisfies (18), then we have that for any fixed u € A and any
Pe P

T

T
0> EP [/ £ (6 X" ), u(@)) dr — / f <t, X (p), ﬁ(t)) d
0 0
+e(X"(T) — g (X*D)].

We use again the shortened notation f(t) = f (t, X (1), ﬁ(t)) and f(t) =
f (@, X" (t), u(t)) and conclude that

T T R
0> sup EF [ /O ftydr — /0 f(r)dr+g(X”(T)>—g(X“(T))]

PePy
Note that due to the conditions on the admissible controls we know that the random

variables: [I f(nyde, [T f)de, g(X*(T)), and g (xﬁ(T)) belong to LL(<),

hence by the representation of the G-expectation, we have

T T X
0= sup EF [ | s = [ fwar+ gy - (X"(T))}
PeP 0 0

and that implies by Proposition I that it is a strongly robust optimal control.

Lemma 1 Assume that Al, A2 hold and that it is an optimal control for the
performance functional

u— J]P(u)

for some probability measure P € ‘Py. Consider the adjoint equation as a BSDE
under the probability measure P:

4p*@) = 0 (1 K, a0, P70, 4°(0) di + 4P (0B 0 =1 =T,
ax (19)

Ty =g (X(T)) P—as.

Then

= L1 (1 R0, 0.3 0) lemiy = 0
W(t) = 1, X(t),u,p (1),q (1)) lu=aq) = 0.
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Proof Consider

i P _i P ’ u+ap u+ap ]
2o/ w+ap) = -E [/0 f (6, X" P @), u@) dr + g (X“FP(T))

= 1im 157 [ / U (0 X ), u@ydn g (X <T>)]
_gP [ /0 " P X, ueds + g(X<T))]
= lim & [fOT LU X @, uw)  F X)) QO
dr+ é {g(X"“ T (T)) — g(X(T))}}
_EP [/OT (%(z, X (1), u(t)Y (1) + %(z, X(), u(t))ﬁ(t))

dt + g/(X(T))Y(T)] )

By the It formula,
E [¢'(X(T)Y(T)] = EF [p(T)Y ()]

e[ [T p T p T p do do
=E U P <r)dY(z>+f Y (Hdp (r)+/ q <r>{8—<t)Y<r)+—(r)ﬂ(z)}dw»}
0 0 0 X 31,4
r b ab T 9 9
sJEPU pﬂ”(t){a—(t)Y(r)+—(r)ﬁ<r)}dz+ / pP(t>{—M(t)Y(tH—M(t)ﬂ(t)}d(Bh
0 X ou 0 ax ou
T oHT T P do Jdo
+ f Y(0)(= = —(0)di + f q (t){Y(z)—(r)+—(t>ﬂ<t)}d<3>t
0 X 0 0x u
T P
—EF [/ Y (1) {p%) (—(z)+a—“<r>d< )’) +qP<t>g—”(z)d(B>’ - aHm}dr
0 X dt dx

T ab du _d(B); do  _d(B),
N L P
+/0 ﬂ(t){p (t)(au(t)+ 8M(t) T )+q (t)au(t) 7 }dt].

Adding (20) and (21), we get

2n

d ro 9HF
—JF(u+ap) <E* f B(t)——(n)dt | .
da 0 du
If 4 is an optimal control, then the above gives
d o 8H"
0=—JP@ +ap) <EF [/ ,B(t)(t)dti|
da 0 du
for all bounded B € A. Applying this to both 8 and —B, we conclude that

, .
EP [ / ﬂ(r)aH(t)dti| =0.
0 du

By A2 together with the footnote about the denseness, we can then proceed to deduce that
aH"
— @) =0 P—a.s.
ou

O
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Using the lemma, we can easily get the following necessary maximum principle.

Theorem 4 Assume that Al, A2 hold and that 1 is a strongly robust optimal
control for the performance functional

u— J]P(u)
for every probability measure P € P1. Consider the adjoint equation as a G-BSDE:
AG OH o . G AG ~G o
dp” (1) = —a(t, X (@), u), p~ @), q” (0)dt+q~ (1)dB(t)+dK(); 0 <t <T,

pO(T) =g (X(T)) q.s.

. (22)
IfK =0gq.s., then
dHC d . G G
W(I) = EH(I’ X(@),u, p” (1), q” () lu=acry =0, g.5. (23)

Proof We now prove that the relation in (23) holds for every P € P;. Fix P € P;.
IfK =0 q.s., then by the uniqueness of the solution of P-BSDE, we get that p¢ =
PP P —a.s.and §¢ = ¥ P — a.s. But by Lemma 1, we know that &1 is a P — a.s.
critical point of HF(t) hence also HS (1). By the arbitrariness of P € Py, we get

0 N R n
SoH@ X0, u, pC®), 4% () lumiy =OVP € Py.

We get the assertion of the theorem by stating a general fact that if £, n € Lé; (£2) and
E=nP—a.s.forallP € Py, then £ =nq.s. O

As we mentioned at the beginning of this section, the assumption on the process
K isa big disadvantage. However, if we limit our considerations to Merton-type
problems, we are able to show the necessary maximum principle without this
assumption.

Theorem 5 Assume that

1. Al, A2 hold,
b=0, ut,x,u) =v@x)(wym(t)and o(t,x,u) = Y (x)h(u)s(t) for ¥,l, h €
CY(R) and some bounded processes m and s such that for each t € [0, T] m(t)
and s(t) are quasi-continuous. Moreover, let c(s(t) = 0) =0 forallt € [0, T],

3. =0,

4, X0)=x#0.

Let ui be a strongly robust optimal control for the performance functional
u—J ]p(u)

for every probability measure P € P. If cl(a(r)) = 0) =0, c(h(u(@)) =0) =0,
ch'@@) = 0) =0, cy(X@®) = 0 = 0, c(Y'(X@®) = 0) = 0, and
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cA@@O)R (1)) — U'(@(0)h (i) £ 0) = 0* forall t € [0, T}, then
aHC

d . . .
0= H@ X0, 0, p6(1,3%1)) =0, g.s. (24)
u u

Proof Fix a probability measure P € P;. By Lemma 1, we know that i is a critical
point (P-a.s.) of the Hamiltonian

0 N
SoH@ X, i, 10,47 (0)) =0, V1 €0, T,
u
Using this fact, we get

9 N A A
0= Ht. X, p* (.47

o d(B
= Y RO [1@OmOF O + W @it 0] T
By the assumption on process s and /', we compute that
om0 V@)
TO=50 waay” @
‘We have that
ad 5 ~ AP AP 7% A AP
—H( .00 570,47 0) = ' K@) [1ae)m©) 57 @)
d(B
@O0 0] T

= ¢/ (X () pF Oym (@) [1a))

@) ] d(B) (@)
_h(u(t))h/(ﬁ(t))] di
=0

since c(I(@)h' () — I'(W)h (1) # 0) = 0 by hypothesis. But then we see that p* has
dynamics

0 n
dpt ) = —oH@X@),a0), PP, g5 0)dr + ¥ (1)dB)

) IG0)
=750 waay” PP

Hence, R
') =EPlg X(THIF] P—a.s.

We also remember that

PO (1) = esssup TpR»t) = esssup PEQ[(X(T)|F] P—a.s.
QeP1(1,P) QeP1(1.P)

4Note that this condition is satisfied if /(x) = ah(x) for some constant a € R. However, it may also
include other cases, since it could be that the span of #(z), ¢ € [0, T], is not necessarily the entire R.
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Thus, by the characterization of the conditional G-expectation in (6), we obtain that
pY (1) is a G-martingale with representation

t
PO @) =Blg' (X(T)|F] = Elg'(X(T))] +/O q%(s)dB(s) + K1) q.s.

and consequently it has dynamics
dp®@) = §%t)dB(t) +dK ().

But in that case we know that for almost all # € [0, T'], we must have that

0 SN AN AGy AG
0=—H (1.X0.i0). 5°0).4°0)

(25)
N d(B
= v/ (R0) [1am© 50 + h@s©q® o] “20
g.s. By assumption on 1/;’()? ), we conclude that
L@ym () pO (1) + h(@)s@)q% (1) = 0 g.s.
Hence,
"G Mm@ La®)
q- (1) = S0) h(ﬁ(t))p (),
since c(h(u(t)) = 0) = O for all ¢ € [0, T], and we can easily check then that
9 & A AG ~G _
—H (r, R@), 4, pC ), (r)) —0.
O

5 Examples

We now consider some examples to illustrate the previous results. In the following,
we assume to work with a one-dimensional G-Brownian motion with operator G of
the form

a2>0, (26)

1
Gla) = (@™ —g%a"),
i.e., with quadratic variation (B)(#) lying within the bounds o2t and t.
5.1 Example I

Consider
dX(t) =dB(t) — c(t)dt, 27

where c(t), t € [0, T], is stochastic process such that c(z) € L};(Q,) for all ¢ €
[0, T]. We wish to solve the optimal control problem for every P € P under the
performance criterion

T
JP) =EF [ fo Inc(t)dt + X(T)} . (28)
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In the notation of Section 3, we have chosen here f (¢, x,c) = Inc and g(x) = x,
i.e., g'(x) = L. Then, the Hamiltonian is given by
d(B);

H(t,x,c,p,q) =Inc+gq 7 —cp, 29)

and by (12), we obtain
dp(1) =q(1)dB(1); 0=t <T,
p(T) =g (X(T) =1,

i.e., g = 0, p = 1. Furthermore, by (29), we have
o _ i[lnc—qv] =l—p,
ac ac c

ie., c(t) =1, € [0, T], is a strongly robust optimal control by Theorem 3.

Note that by the proof we could choose a general utility function instead of a
logarithmic utility function without losing the existence of the strongly robust optimal
control.

(30)

5.2 Example II

Consider
dX(t) = X@)[b(t)dt +dB(t)] — c(t)dt, 31

and problem (28). Here, b(¢) is a deterministic measurable function. Then, the
Hamiltonian is given by

H(t,x,c,p,q) =lnc+xq% + (xb(t) — ¢))p. (32)
Here,
dp(t) = — (b(t)P(t) + q(t)w) dt +q)dB(t); 0 <t <T,
dt (33)
p(T) =g (X(T)) =1.
Let g = 0, then
dp(1) = =b(®) p(t)d,
p(T) =1,
ie., p(t) = exp ftT b(s)ds and ¢(r) = ﬁ is a strongly robust optimal control by
Theorem 3.

5.3 Example II1

Consider the Merton-type problem with the logarithmic utility, i.e., let
dX"(t) = X"(t) [m()u(t)d(B)(t) + s()u(t)dB(1)],
where u(t) € LZG (2;) forall t € [0, T] and m and s are two deterministic functions.

Assume that s(z) # 0 for all + € [0.T]. We are interested in finding a strongly
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robust optimal control problem for the family of probability measures P with the
performance criterion given by

JFw) = Ef[In X*“(T)).
The Hamiltonian associated with this problem is given by

d{B)
H(t,x,u,p,q) =xu[m(t)p+S(t)q]7(t) (34)

and for each admissible control # we consider adjoint G-BSDE of the form
dp(t) = —u@®)[m() p(t) + s(1)q(1)1d(B)(1) + g(1)d B(1) + dK (1)
p(T) = X(D).

Note that the adjoint equation is linear, hence by Remark 3.3 in (Hu et al. 2014a), we
obtain the representation formula for the solution

) = X" O [x()X T DIF] = x 0,

Moreover, by the dynamics of X!, we deduce that

q(t) = —u()s@®)pt), K=0.
Plugging this solution into the Hamiltonian (34), we get that

u _ viu 2 <B>
H @ X"(0), v, p(1), q(0) = X" 00 [m(e) = u)s (0] p0)-22 ).
hence the critical point of the Hamiltonian must satisfy
om0
=00

and this is our strongly robust optimal control.

Note that we can also solve this problem directly by omega-wise maximization,
without using the maximum principle and G-BSDE:s. In fact, we may consider more
general dynamics in X

dX"(t) = X"() [b(u@®)dt + m()u@®)d(B) () + s(Ou(t)dB(t)]

and by direct computation it might be checked that the strongly robust optimal control
takes the form
. b +mOF )
ui) = — 5
s7(O) == (1)

However, it is important to note that this control is no longer quasi-continuous (see
(Song 2012)) and it doesn’t make sense to consider G-BSDEs associated with such a
control.

Finally, note that the classical robust optimal control for this problem would be
u*(t) = m(t)/o? . It is clear that this control ignores the flow of information about
the volatility path and instead it just sticks to its worst-case scenario assumption. It
makes sense to assume the worst-case scenario at time 0, but later one should rather
update its view about the past volatility, which is not done for the classical robust
optimal controls.

) Springer Open



Probability, Uncertainty and Quantitative Risk (2018) 3:8 Page 19 of 24

5.4 Example IV

As another example of a problem which admits a strongly robust optimal control,
consider an LQ-problem, in which the state equation has the linear dynamics

dXt)=(FOX@®)+GOu@)+u@))dt+o()dB(t); 0<t <T; X0 =xeR;

(35)
for u € A as described in the beginning of Section 3. The performance functional is
quadratic

T
JP ) = %EP U (0 X%(1) + R(Hu*(1))dt + LXZ(T)] ) (36)
0

Here, F, G, i, 0, Q, R are continuous deterministic functions on [0, T'], Q(t) > 0,
R(t) > 0and L > 0 is a constant.

We want to find i € A (as described in Section 3) which maximizes JF () over
allu € Aforall P € P.

In this case, the Hamiltonian in (11) gets the form

d(B)(t)

1 1
H(t,x,u, p,q) = EQ(t)x2+ ER(t)u2+ [FO)x+G@t)u+u@®)p+o) q
(37)

and the adjoint BSDE (12) becomes
dp(t) = —[QM)X @)+ F()]dt+q@)dBt)+dK (1), 0<t<T, p(T)=LX(T).

(38)
We intend to apply Theorem 3 and note that
0 A PO . .
EH(I’ X(@),u, p(t), () lu=a)y = R@Ou) + G)p(1), (39)
which is 0 when
. G(t)p(t)
)= ————, 40
u(t) RO (40)
where p(¢) refers to the solution of (38) when u = # is applied to the BSDE.
Let us guess that (38) with u = 1 admits the solution of the form
PO =SOX®) + Z(1), 4(1) = St (1), dK (1) =0 (4D

for some deterministic functions S, Z € C!(R) to be determined.

We apply the 1t6 formula to the equation for p in (41) and plug in the candidate for
optimal control from (40). By comparison with (38), after some simple computations
we get that

XOIS'(t) = G*(OS* () /R(t) + SO F (1) + Q(1)]
+Z') — G2(I)S(t)Z(t)/R(t) +SHu)+ F@) =0,
i.e., (41) is indeed the solution of the adjoint Eq. 38 if S satisfies the Riccati equation

2
S'(t) - %Sz(t) +FOSH)+ Q@) =0,0=<r=T; ST)=L, “2
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and Z satisfies the linear differential equation

G*(1)

Z'(t) — R0O)

SHZt)+SOHu@)+F@)=0,0<t<T; Z(T)=0. 43

By Theorem 3, we conclude that

G )
i) = —% (S(t)X(t) + Z(t)) (44)

is a strongly optimal control with S and Z given by (42) and (43), respectively.

6 Counterexample: the Merton problem with the power utility

In this example, we consider the Merton problem with the power utility and show
that generally we cannot drop the assumption K = 0 without losing the strong sense
of the optimality. First, we solve the classical robust utility maximization problem
and then we prove that the optimal control for that problem is optimal usually only
in a weaker sense, i.e., there exists a probability measure P € P such that the control
is not optimal under P, even though the control satisfies all the conditions of the
sufficient maximum principle with the exception of K =0.
Consider first the classical robust utility maximization problem

T
ur> Jw) =& U £, X(@0), u@)dt + g(X(T))] ,
0
where X has dynamics for any u € A
dX (@) =m@®)X@Ou(t)d{B)(t) + s@)X (@)u(t)dB(t).
Then,

t t
X(t) = xexp {/ s(ru(r)dB(r) +/ [m(r)u(r) — %sz(r)uz(r)i| d(B)(r)}.
0 0

We assume that m and s are bounded and deterministic and s # 0. Put f = 0 and
glx) = éxa, a €]0, 1[. Hence,

X A

T T
j(u)zaE[exp {a/o s(r)u(r)dB(r)—i—a/O [m(r)u(r)—%sz(r)uz(r)}d(B)(r)”
X A T (X2 T
=K [exp{af s(Mur)dB(r) — —/ s2(ryu®(r)d (B)(r)}-
o 0 2 Jo

T Ot2 —a
-exp {/ |:otm(r)u(r) +— SZ(V)M2(F)] d(B)(r)” )
0

We now use the Girsanov theorem for G-expectation and the G-martingale

2

t t
M(t) ;= exp{a/o s(ru(r)dB(r) — %/0 s2(ru*(r)d(B)(r)},
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see Section 5.2 in (Hu et al. 2014a). We get the sublinear expectation [£“ under which
the process B“(t) := B(t) — fot s(r)u(r)d(B)(r) is a G-Brownian motion. Note that

(B*)(1) = (B)(1) (45)

g-s. Moreover, it is easy to check that the deterministic control

. m(r)
ur)y= ———
(1 —a)s%(r)
is a maximizer of the following function
o —«a

u+— am(ru + sz(r)uz.

Hence, we get that

=
N

P rr o’ —a
J(u) = exp / am(rur) + 5 sz(r)uz(r):| d(B)(r)H
0 L

052—(1

2

T
exp / am(r)a(r) + s2<r><ﬁ)2<r>}d<8"><r)”
0 L

Tr o2 — o . R
exp f am(r)i(r) + — s2(r)(ft)2(r)i| d(B“)(r)” = J(@).
" (46)

The last equalities are a consequence of (45) and of the fact that the integrand is deter-
ministic and that B and B* are G-Brownian motions under E* and E?, respectively.
Eq. 46 shows then that # is an optimal control for this weaker optimization problem.
Now, consider the adjoint equation related to # in terms of a G-BSDE. The back-
ward equation is linear due to linearity of the Hamiltonian, hence we may use the

conditional expectation representation of linear G-BSDEs (compare with Remark 3.3
in (Hu et al. 2014a)):

IA

Q|I= RI% Q|=
=
<

=
<

1 AT & A
(1) = —E | (X(T)* ' X(D)|F,
500 = g SE[RaTIRDIF]

R R T a2 [T
:(X(t))“—lE[exp{a/ s(r)zz<r)dB(r)—7f sz(r)ﬁz(r)d(B)(r)}.
t

t

T 052 —
-exp {f [am(r)ft(r) +— sz(r)ﬁz(r):| d(B)(r)} |]-',]
t
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Applying the Girsanov theorem and the same reasoning as in (46), we easily get that

1 AT & A
O (1) = —E | (X(T)* ' X(D)|F,
500 = g B[RRIz

o A r o’ —a
= (X)) 'E" |exp f [am(r)ﬁ<r>+ 5 sz(rmz(r)}dw)(r)}m}
t

T 2
— (R(ey)* 'R L )
= (X(@)"E" [exp /t 20— sz(r)d<B)(r)}|fz}

T 2
D i o m(r) g
=X E _CXP /t 20 —a) 520 d{B )(V)} |fz]

T 2
— R 'B [exp { / 2(%’" ") d<B>(r)} m] .
t

—a) s(r)

Furthermore, we also know that the integrand is always positive by the assumption
a €]0, 1[, hence we get by the representation of the conditional G-expectation (6)
that for every P € P and by (26) that

B e O ummnliA
ol [ s o) ]

T 2
_ Prap’ o m=(r)
T reren [exp{/z 20— a) s2<r>d<B>(r)}'f’}

. r o m?(r)
_eXp{/t msz(r) dr} P—a.s.

o m2(r)
2(1 — a) s2(r)

Hence,
A T A
PO = (X(1)* exp { / dr} = X)) z@).
t

By integration by parts for X~!and Z, one can compute that

56() = "0 56 () g _ 47
dp” (1) = s P (l)dB(t)Jrz(l_a)sz(t)p (1)(d(B)(1) — d1). A7)
By comparing Eq. 47 with the adjoint Eq. 12, we first obtain that
Gy = MO o
q7 () = s P (0

and hence that u is a maximizer of the function u +—> H (t, X(0), u, p° @), QG(I)>.
Secondly, we get that the process K has the explicit form

amz(r)

t
Kt)= | ————p%r)(d(B —d
() /o 20 —a)2n? (r)(d(B)(r) —dr)
and consequently is a non-trivial process.

To summarize the example so far: we have shown that i is optimal in a weaker
sense. We also showed that it satisfies the assumption for the necessary maximum
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principle for strongly robust optimality and that all assumptions of the sufficient max-
imum principle are satisfied, with the exception of the vanishing of process K. Now,
we prove that # is not optimal in the stronger sense, hence the assumption on the
process K is really crucial for our result and cannot be dropped.

Fix P € P; and assume that & is optimal under P. By Lemma 1, we know that
ii is a critical point of the Hamiltonian evaluated in p¥ and §*. Hence, by the same
analysis as in Theorem 5, we see that

m(t) .p

AP _
dp (t) = —S(t)p ()dB(1),
therefore
T T 2
o 0! ‘lf m? (1)
p(T)y=p (O)CXP{ /O S(t)dB(t) 2 ), sz(t)d(B)(t)}. (48)

However, we know by the dynamics of X and the terminal condition of P-BSDE
that

PE(T) = (X(T)*!

T
= x*lexp {(a -1 [/ a(t)s(t)dB(t)
0

T 1 (49)
+/ (mmmn—zfum%n>w3mﬂ}
0
T T 2
_ ol _ [ m® _l/ m” () — 20)
=X exp{ /0 ) dB(t) 2 )y Pod—w d(B)(t)}.

Dividing (48) by (49), we get that

AP T 2
A0 am?(1)
1= —xa—l exp {/0 —2s2(t)(a = 1)d(B)(z‘)} .

The equalities here are P-a.s. so we get that the integral fOT %d(m(r) must
be equal P-a.s. to a constant. However, the quadratic variation of the canonical
process under PP is generally a non-deterministic stochastic process, hence also the
integral is a random variable, in general non-constant. This shows that # is optimal
under P only for very specific probability measures such as the Wiener measure.

To conclude, i is not optimal for every probability measure P € P even though
it is a maximizer of the Hamiltonian related to i. This example shows that the new
strong notion of optimality is rather restricted and we may expect it only in very
special cases when the process K vanishes.
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